Contact interactions method: A new algorithm for protein folding simulations
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Abstract

Computer simulations of simple exact lattice models are an aid in the study of protein folding process; they have sometimes resulted in predictions experimentally proved. The contact interactions (CI) method is here proposed as a new algorithm for the conformational search in the low-energy regions of protein chains modeled as copolymers of hydrophobic and polar monomers configured as self-avoiding walks on square or cubic lattices. It may be regarded as an extension of the standard Monte Carlo method improved by the concept of cooperativity deriving from nonlocal contact interactions. A major difference with respect to other algorithms is that criteria for the acceptance of new conformations generated during the simulations are not based on the energy of the entire molecule, but cooling factors associated with each residue define regions of the model protein with higher or lower mobility. Nine sequences of length ranging from 20 to 64 residues were used on the square lattice and 15 sequences of length ranging from 46 to 136 residues were used on the cubic lattice. The CI algorithm proved very efficient both in two and three dimensions, and allowed us to localize energy minima not localized by other searching algorithms described in the literature. Use of this algorithm is not limited to the conformational search, because it allows the exploration of thermodynamic and kinetic behavior of model protein chains.
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The determination of the folding pathway followed by a protein in the conformational space from the denaturated to the native structure is still an unsolved problem. Its difficulty is mainly due to the enormous extension of the conformational space and to its exponential growth when the length of the protein chain increases. How a protein solves the Levinthal paradox (Levinthal, 1968), i.e., how it folds to its native structure without an exhaustive search in the conformational space, has been largely debated in literature (for some recent papers, see for example, Fiebig & Dill, 1993; Abkevich et al., 1994a; Covell, 1994; Dill et al., 1995). The nature of the driving forces inducing the collapse to more compact structures has been discussed and the importance of cooperativity in protein folding evidenced (Dill et al., 1993).

Models of globular proteins have been used to get a better and better understanding of these phenomena, from the very simple 2D square lattice or 3D cubic lattice to off-lattice, all-heavy-atoms, or all-atoms models (Hunt et al., 1994; Sali et al., 1994; Yee et al., 1994; Dill et al., 1995 and references therein cited; Gutin et al., 1995a, 1995b). With the aid of a cubic lattice model, Dill et al. (1993) demonstrated the importance of nonlocal contact interactions and formulated the hydrophobic zipper hypothesis. This hypothesis derives from the concept of cooperativity, i.e., the probability that a chain enters a particular conformation is increased if it had previously been in some particular other predecessor conformations. In consequence of cooperativity, a globally optimal state can be found without an exhaustive search.

The square and cubic lattice HP model maintains only a limited but properly selected number of features of the protein molecules (Dill et al., 1995). It consists of a linear chain molecule configured as a self-avoiding walk (SAW) on a 2D or 3D lattice and takes into account only the hydrophobic interaction as the main driving force in protein folding. In this model, the protein chain is composed of a specific sequence of only two types of amino acids, H (hydrophobic) or P (nonhydrophobic). The sequence is folded on the 2D or 3D lattice; each monomer occupies one lattice site, connected to its chain neighbors and unable to occupy a site filled by any other residue. At each point, the
chain can turn 90° left or right (and up or down in the case of the 3D lattice) or can continue ahead. The energy of the molecule is determined by the summation of the favorable energy contributions of -1 units deriving from each contact between two nonbonded hydrophobic-hydrophobic (HH) amino acids occupying neighboring nondiagonal lattice points. No energy contribution is given by HP or PP contacts. Under these conditions, low-energy conformations are compact with the H residues mainly in the core of the molecule and the P residues outside.

The search in the conformational space of such a kind of model has been performed with the use of different algorithms. The standard Monte Carlo (MC) method (Metropolis et al., 1953) and the Genetic Algorithms (GA) (Sun, 1993; Dandekar & Argos, 1994) have been tested comparatively (Unger & Moult, 1993) on a 2D square lattice employing pivot moves (Stellman & Gans, 1972; Madras & Sokal, 1988) for a certain number of sequences with a length ranging from 20 to 64 residues; their capability to find low-energy conformers and the global minima in reasonable times has been compared. The GA method proved largely superior in its performances (Unger & Moult, 1993).

The search of low-energy conformations of sequences modeled as SAWs on a 3D cubic lattice has also been performed with a different approach, named “hydrophobic zipper” (HZ) strategy (Dill et al., 1993), derived from the hydrophobic zipper hypothesis. It is an algorithm that sequentially assembles hydrophobic contacts, leading to a compact chain conformation with one or several hydrophobic cores.

We describe here an alternative procedure, the Contact Interactions (CI) algorithm, that is an attempt to combine the best features of the above cited methods. On the one hand, it relies heavily on the concept of cooperativity, which is the basis of the HZ strategy, and on the other hand, it uses an MC algorithm. Following the idea to assign different conformational freedom to the different residues in the chain, a method was obtained that is even more efficient than GA and HZ in the search of the low-energy regions of the conformational space of sequences modeled as SAWs both on 2D and 3D lattices.

Model

Unger and Moult (1993) compared the MC and GA methods employing pivot moves. Both methods simulate the evolution of an HP sequence in the conformational space by deriving a new conformation from one or two predecessor conformations. The new conformation is accepted if some conditions are satisfied or it is discarded. In both methods, the criterion of acceptance of a new conformer is based on the energy of the entire molecule.

For example, in the MC method: $E_1$ is the energy of the old conformation and $E_2$ is the energy of the new conformation derived from it through a transformation; if $E_2 \leq E_1$, the new conformation is accepted; if $E_2 > E_1$, a criterion of acceptance is applied in the form:

$$\text{Rnd} < \exp[(E_1 - E)/c_4],$$

where Rnd is a random number between 0 and 1 and $c_4$ is the “temperature.”

Analogously, GA uses the similar criterion of acceptance:

$$\text{Rnd} < \exp[(\bar{E}_{ij} - E)/c_5],$$

where $E_k$ is the energy of the new conformation and $\bar{E}_{ij} = (E_i - E_j)/2$, $E_i$ and $E_j$ being the energies of the “parent” conformations from which the new conformer was derived through a “cut and paste” procedure.

These approaches allow the molecule to explore the conformational space making, but also breaking, hydrophobic contacts; according to the temperature of the simulation and to the shape of the potential energy surface, the low-energy regions of the surface are more or less efficiently explored. However, these methods consider the molecule as a whole, do not take into explicit consideration the cooperativity of folding process, and do not put in evidence the real role of the contact interactions among monomers that can be distant in the sequence but that are brought together by earlier events in the folding process.

On the contrary, the HZ strategy gives a prominent role to the contact interactions as it generates conformations according to a sequential assembly of hydrophobic contacts. However, the method suffers, as its main drawback, from the fact that, once a HH contact has been formed, it cannot be broken. The “cascade” that forms the HH contacts is monodirectional and ends when no further contact can be established. Thousands of cascades are necessary to locate global minima or energy minima close to them.

Our approach is an attempt to combine the best features of the MC and GA methods with the concept of cooperativity used in the HZ strategy. It relies on the consideration that, when an HH contact is established between the $i$th and the $j$th residue, this creates heterogeneity in the conformational freedom of the different residues of the molecule; all the residues in the loop from $i$ to $j$ have less mobility than the residues outside them (Fig. 1).

This phenomenon is implemented in the following strategy here described in the 2D space: given a protein composed of $L$ residues with a specific sequence of H and P residues, $L - 2$ independent variables are necessary to describe the conformation of the molecule. Whatever position the first and the second residue occupy, the position of the third residue can be described by a coordinate $\theta(3)$ that can assume only the three values $1/0/-1$, according to the fact that the third residue turns left,
goes ahead, or turns right with respect to the preceding residues. Similarly, the position of the fourth residue can be described by \( \theta(4) \) with reference to the second and third residues, and so on. To each residue from the third to the last one, the CI method associates a value, \( f(i) \), that describes its mobility, i.e., the probability for \( \theta(i) \) to change. For a residue \( i \) whose movement is completely free, \( f(i) = 0 \); when the same residue is involved in a loop defined by an HH contact and consisting of \( k \) bonds, \( f(i) \) assumes a negative value and it is lowered by an amount determined by a function \( g(k) \), i.e., the \( i \)th residue is “cooled” by \( g(k) \). If the simulation process begins with an extended molecule, initial values are \( E = 0 \), \( \theta(i) = 0 \) and \( f(i) = 0 \) because there is no HH contact. In a folded conformation in which \( x \) HH contacts are present, the energy of the entire molecule is \( E = -x \) units, but this energy does not determine the behavior of the molecule. Actually, the molecule evolves according to the values \( f(i) \)’s associated to each residue. The values of \( f(i) \) are given by \( g(k) \), which depends on the dimensions of the HH loops in which the \( i \)th residue is involved. When a residue is involved in more than one loop, the contributions \( g(k) \) deriving from the different loops are additive.

See, for example, the three conformations A, B, and C, assumed by the sequence consisting of the seven residues HPPHPHP in Figure 2. In conformation A, all \( f(i) = 0 \), all residues have similar high mobility. In conformation B, an HH-loop with \( k = 3 \) is present; the third and the fourth residues are both cooled by \( g(3) \), i.e., \( f(3) = f(4) = -g(3) \); these residues are less prone to modify their orientation with respect the first and the second ones, respectively, than the fifth with respect to the third, the sixth with respect to the fourth, etc. In conformation C, two HH-loops with \( k = 3 \) and \( k = 5 \), respectively, are present; so, \( f(3) = f(4) = -g(3) - g(5) \) because they are involved in two loops defined by a \( i/i + 3 \) and a \( i/i + 5 \) contact; \( f(5) = f(6) = -g(5) \) because they are involved in a loop defined by a \( i/i + 5 \) contact; \( f(7) = 0 \) because the seventh residue is not involved in any loop.

The following algorithm describes the steps of the CI method: (1) Start from an extended structure; (2) random choice of a residue to be moved, for example the \( i \)th; (3) use a criterion of mobility to decide if it has to be moved or not: move it if \( Rnd \times f(i) > c/k \); if not, go to 2 (the criterion is always satisfied for residues not belonging to loops defined by HH contacts); (4) random choice of the movement, i.e., random choice of the value of \( \theta(i) \) while taking as invariant all the other \( \theta \) coordinates (this corresponds to a pivot move); (5) control of the validity of the structure deriving from the movement; if not, go to 2; (6) if the structure is valid, the new conformation is accepted and its energy evaluated; a time step is counted, the temperature is lowered according to a cooling strategy, and the function \( f(i) \) assumes the values deriving from the loops present in the conformation; go to 2.

### Results and discussion

First of all, our aim was to find the temperature range compatible with our model and proper values for the function \( g(k) \). Initially, we chose all \( g(k) = 1 \). Better values for this function \( g(k) \) were determined later and represented a further improvement of the model.

The 20-residue sequence (I) reported in Table 1 was chosen as a suitable molecule for the optimization of the system because it has a single native conformation \( E = -10 \) (Fig. 3) in which HH-loops of different length are present from the smallest \( (i/i + 3) \) to the largest one \( (i/i + 17) \). Several simulations were performed at different temperatures, \( c_k \), and indicated that there is a narrow range of temperature in which the molecule can quickly fold to its native conformation. At high temperatures, the residues move randomly and the structure does not approach the low-energy region. Low temperatures suffer from kinetic bias because the residues can move with difficulty and, once a loop is formed, it can hardly be broken. However, for temperatures in the range of \( c_k = 0.2 \sim 0.5 \), fast folding was observed. In order to compare quantitatively the folding ability at various temperatures in this range, we performed simulations at constant temperature on sets of 5,000 molecules. The number of time steps necessary for each molecule to reach for the first time the native conformation was evaluated, ending, however, the simulation after 10,000 time steps if the native conformation was not reached. We defined as \( t_{1/2} \) the number of time steps necessary for half of the molecules to fold to the native state. In Figure 4A, \( t_{1/2} \) is reported as function of \( c_k \). A clear minimum is observed at \( c_k = 0.36 \) and \( t_{1/2} = 1,700 \).

Further improvement of the CI model consisted of optimization of the function \( g(k) \) because it is reasonable to think that the degree of immobility of the residues in an HH-loop depends on the dimensions of the loop, i.e., small loops are frozen to a higher degree than large ones. The smaller loop that can be formed for an SAW on a square or cubic lattice contains three bonds in consequence of the interaction between residues \( i \) and \( i + 3 \). Larger loops contain 5, 7, 9, etc. bonds in consequence of \( i/i + 5 \), \( i/i + 7 \), etc. contacts. The dependence from the dimension of the loop could assume the form \( g(k) = c/k \), where \( c \) is a constant and \( k \) is the already defined number of bonds in the loop. We set \( c = 3 \) in order to obtain \( g(3) = 1 \); it follows \( g(5) = 3/5 = 0.6, g(7) = 3/7 = 0.429 \), etc. When this

![Fig. 2. Three possible conformations of the HPPHPHP sequence on the 2D square lattice. Conformation A has no HH contact; conformation B has one HH contact; conformation C has two HH contacts.](image)

![Fig. 3. Minimum energy (native) conformation of the sequence 1 on the 2D square lattice. Ten HH contacts are present.](image)
scheme was implemented in the model, we obtained results worse than in the previous case. The curve \(t_{1/2} \) versus \(c_k \) presented a minimum at \(c_k = 0.22 \) and \(t_{1/2} = \sim 2,200 \) (Fig. 4B).

Something of an intermediate is needed, \(g(k)\) should decrease less rapidly with the increase of \(k\). Thus, we formulated \(g(k) = (3 + d)/(k + d)\). This reduces to \(g(k) = 3/k\) when \(d = 0\) and to \(g(k) = 1\) when \(d\) is infinity. Attempts to optimize \(d\) are reported in Figure 4C,D,E. The best function among those tested is \(g(k) = 20/(k + 17)\), i.e., \(g(3) = 20/20 = 1\), \(g(5) = 20/22 = 0.909\), \(g(7) = 20/24 = 0.833\), etc., which gives \(t_{1/2} = \sim 1,400\) for \(c_k = 0.28\).

At this point, the CI algorithm was tested on the same eight sequences (2-9) (Table 1) used by Unger and Moult (1993) for the comparison of GA with MC. The same strategy was applied in all the cases independently from the sequence. The function \(g(k)\) was set to \(20/(k + 17)\) and each run started at a temperature \(c_k = 0.3\) that was lowered \((c_k = c_k \times 0.999999)\) after each time step. The duration of the simulation depended on the length of the sequence. Each simulation was repeated five times. Because each step corresponds to an energy evaluation, our results can be directly compared with those reported for GA and MC (Unger & Moult, 1993).

The data in Table 2 clearly indicate that there was an evident improvement not only with respect to the MC, but also to the GA algorithm. CI often required shorter times and, for the longest chain (9), a minimum \((E = -38)\) was found that had not been reached by GA. Only in one case CI proved worse than GA: longer times were needed to find the minimum \(E = -22\) for the 48-residue chain (6). We thought that the selection of a better cooling strategy could improve the results, in particular for sequence (6). All the simulations were repeated using a different starting "temperature" \(c_k\); a higher temperature was used when in the sequence there was a higher number of H residues than P residues, and a lower temperature for sequences rich in P residues, according to the formula \(c_k = 0.3 \times n_H/[0.5(n_H + n_P)]\) were \(n_H\) and \(n_P\) are the number of hydrophobic and polar residues, respectively, in the sequence. Table 2 shows an improvement of the results: lower minima were found for the 48-, 60-,
and 64-residue chains having $E = -23$, $-35$, and $-40$, respectively. The corresponding structures are reported in Figure 5.

The folding ability of the CI algorithm was also analyzed on the cubic lattice model. The CI procedure for the conformational search on a 3D lattice is similar to that described above for a 2D lattice; the same parameters were utilized, for example, the function $g(k)$ was set to $20/(k + 17)$. We tested two sequences (Table 1), the 46-residue sequence (10) and the 58-residue sequence (11) already used by Dill et al. (1993) to test hydrophobic zipper (HZ) as strategy for protein folding. By using a cooling strategy starting from $c_k = 0.6$ and progressive cooling by 0.999999 for 1,000,000 time steps, conformations with $E = -32$ and $E = -42$ for (10) and (11), respectively, were found in the best of five simulations (Fig. 6); these conformations are, respectively, three and one unit close to the reported global minima of these two HP sequences (Dill et al., 1993). It should be mentioned that, in a simulation with the CI algorithm using $g(k) = 10/(k + 7)$, a conformation with $E = -34$ (Fig. 6) was obtained for (10) in the best of five runs.

The CI algorithm can maintain its searching ability also for longer chains. We modeled, using $g(k) = 20/(k + 17)$, three long sequences (12), (13), and (14) (Table 1), designed by Lattman et al. (1994) in simulations of 1,000,000 time steps. Minima with $E = -49$, $-58$, and $-65$, respectively, were localized in the best of five runs starting with $c_k = 0.3$ and lowering it by 0.9999995 each time step. Figure 7 reports 3D plots and polymer graphs (Fiebig & Dill, 1993) of these conformations. They appear as compact structures with a single hydrophobic cluster.

Recently, Yue et al. (1995) reported a blind test of lattice protein folding algorithms on 10 selected sequences of 48-residue chains. The CI algorithm was applied to such sequences in simulations of 1,000,000 time steps starting from a temperature $c_k = 0.3$ and lowering it by 0.9999998 each time step using $g(k) = 20/(k + 17)$. The following minima were determined for the 10 sequences considered in the same order as in Yue et al. (1995): $-32$ ($-33$, $-32$); $-33$ ($-32$, $-34$); $-32$ ($-31$, $-34$); $-32$ ($-30$, $-33$); $-32$ ($-30$, $-32$); $-30$ ($-29$, $-32$); $-30$ ($-29$, $-32$); $-30$ ($-29$, $-31$); $-32$ ($-31$, $-34$); $-32$ ($-33$, $-33$); the two figures in parentheses represent, respectively, results of the HZ approach (Yue et al., 1995) and the energy of the native conformations determined with the CHCC method (Yue et al., 1995, Yue & Dill, 1995), reported here for comparison.

### Conclusions

The CI method is proposed as a new algorithm for the conformational search in the low-energy regions of proteins modeled as SAWs of H and P residues on 2D and 3D lattices. It may be regarded as an extension of the standard MC method improved by the concept of cooperativity.

A major difference with respect to other methods is that criteria for the acceptance of new conformations generated during the simulations are not based on the energy of the entire molecule, but cooling factors associated with each residue define regions of the model protein with higher or lower mobility. These cooling factors determine the probability to change conformation.

The CI algorithm proved very efficient both in two and three dimensions and allowed us to localize energy minima not local-

### Table 2. Comparison of Contact Interactions (CI) with Genetic Algorithm (GA) and Monte Carlo (MC) folding simulations for proteins modeled as SAWs on a 2D lattice

<table>
<thead>
<tr>
<th>Sequence</th>
<th>MC$^a$</th>
<th>GA$^a$</th>
<th>CI$^b$</th>
<th>CI$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E^c$</td>
<td>Time$^d$</td>
<td>$E^c$</td>
<td>Time$^d$</td>
</tr>
<tr>
<td>2</td>
<td>-9</td>
<td>292,443</td>
<td>-9</td>
<td>30,492</td>
</tr>
<tr>
<td>3</td>
<td>-9</td>
<td>2,492,221</td>
<td>-9</td>
<td>30,491</td>
</tr>
<tr>
<td>4</td>
<td>-8</td>
<td>2,694,572</td>
<td>-8</td>
<td>20,400</td>
</tr>
<tr>
<td>5</td>
<td>-13</td>
<td>6,557,189</td>
<td>-14</td>
<td>301,339</td>
</tr>
<tr>
<td>6</td>
<td>-20</td>
<td>9,201,755</td>
<td>-22</td>
<td>126,547</td>
</tr>
<tr>
<td>7</td>
<td>-21</td>
<td>15,131,203</td>
<td>-21</td>
<td>592,887</td>
</tr>
<tr>
<td>8</td>
<td>-33</td>
<td>8,262,338</td>
<td>-34</td>
<td>208,781</td>
</tr>
<tr>
<td>9</td>
<td>-35</td>
<td>7,848,952</td>
<td>-37</td>
<td>187,393</td>
</tr>
</tbody>
</table>

$^a$ Results from Unger and Moul (1993).

$^b$ Our results. Each simulation was repeated five times. The cooling scheme started with the value of $c_k$ indicated lowering it by 0.999999 each time step.

$^c$ Lowest energy value found in the most efficient of five runs.

$^d$ Number of time steps before the lowest energy value was found.

$^e$ Number of runs in the five ones in which the lowest energy value was found.

$^f$ Duration of the simulation.

---

**Fig. 5.** Lowest energy conformations of the sequences 6, 8, and 9 found by the CI method on the 2D square lattice.
Fig. 6. Lowest energy conformations of the sequences 10 and 11 found by the CI method on the 3D square lattice. A: 3D plots; black and white beads represent H (hydrophobic) and P (polar) monomers, respectively. B: Polymer graphs of the same conformations; the straight line with black and white beads represents the covalently linked monomers, the curved lines represent the noncovalent spatial contacts among monomers.

Fig. 7. Lowest energy conformations of the sequences 12, 13, and 14 found by the CI method on the 3D square lattice. A: 3D plots. B: Polymer graphs.

The results obtained by other authors (Camacho & Thirumalai, 1993; Abkevich et al., 1994b; Socci & Onuchic, 1994).
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