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Abstract—We are interested in the problem of adaptive learning in the context of automatic speech recognition (ASR). In this paper, we propose an active learning algorithm for ASR. Automatic speech recognition systems are trained using human supervision to provide transcriptions of speech utterances. The goal of Active Learning is to minimize the human supervision for training acoustic and language models and to maximize the performance given the transcribed and untranscribed data. Active learning aims at reducing the number of training examples to be labeled by automatically processing the unlabeled examples, and then selecting the most informative ones with respect to a given cost function for a human to label. In this paper we describe how to estimate the confidence score for each utterance through an on-line algorithm using the lattice output of a speech recognizer. The utterance scores are filtered through the informativeness function and an optimal subset of training samples is selected. The active learning algorithm has been applied to both batch and on-line learning scheme and we have experimented with different selective sampling algorithms. Our experiments show that by using active learning the amount of labeled data needed for a given word accuracy can be reduced by more than 60% with respect to random sampling.

Index Terms—Acoustic modeling, active learning, language modeling, large vocabulary continuous speech recognition, machine learning.

I. INTRODUCTION

In the 1990s, there was a large body of research work on data driven algorithms for Large Vocabulary Continuous Speech Recognition (LVCSR). This work has had permanent impact on state-of-the-art automatic speech recognition [1] and stochastic modeling [2]. In those papers, the fundamental assumption is on the nature of the input channel statistics. The assumption is that the performance of the stochastic models are based on the fact that the training examples are drawn randomly from a large sample set $\mathcal{X}$. Moreover, most of these algorithms are trained and tested using the identical and independent distribution (i.i.d.) assumption. This approach leads to models that are by design suited for stationary channels. While this assumption holds for a large number of cases, it has two drawbacks. First it makes inefficient use of data which is expensive to transcribe. Second it restricts the machines behavior to adapt dynamically to nonstationary input channels. In the most recent work the approach to adapt to nonstationary channels has been to adapt the model [3]–[6]. Even, in the adaptation framework it is not determined how to track time-varying statistics.

In this work we take a fundamentally different approach to train adaptive LVCSRs based on the concept of active learning (AL). Active learning has the distinct advantage of efficiently exploiting transcribed data and thus reduces human effort. Moreover, modeling under the active learning paradigm has the intrinsic capability to adapt to nonstationary events by means of a feedback mechanism in the training algorithm. Active learning can optimize the performance of LVCSRs by selectively sampling the number of examples that maximizes word accuracy. In the next two sections we contrast the traditional method of passive learning versus the active learning approach. In Section III we define the problem of active learning in its general formulation. In Sections IV and V we show how active learning applies to both acoustic and language modeling for LVCSR. In the last Section VI we give experimental results to support the claims in the previous sections.

II. PASSIVE LEARNING

The most established method for training acoustic and language models is supervised training. In this case the set of training examples are speech utterances $\mathbf{x} \in \mathcal{X}$, drawn at random from the set $\mathcal{X}$, which has been selected a-priori and fixed in time. All of the examples $\mathbf{x}$ are transcribed by human supervision and the transcriptions are provided with a time delay $\Delta \tau > 0$. This is in contrast with unsupervised learning [7]–[10], where a set of training examples is generated automatically without supervision ($\Delta \tau \approx 0$, $\Delta \chi > 0$). In Fig. 1 we give the architecture of the learning process in the case of supervised learning. The training examples $\mathbf{x} \in \mathcal{X}$ are human labeled and their statistics are used to estimate means ($\mu$) and variances ($\sigma$) of the stochastic models (e.g., $n$-gram, HMMs). The statistical models are evaluated in terms of error rates $\varepsilon$ (e.g., Word Error Rate for ASR). In this learning scheme there is no relation between the expected error rate and the set of training examples $\mathcal{X}$. In other words, if a new set of training examples $\mathcal{X}'$
are provided, it is not possible to predict if this set would decrease or increase the error rate estimated on $\mathcal{X}$.

This specific type of supervised training is also called passive learning [11]. The approach is passive for the following reasons.

- **Selection of training set $\mathcal{X}$.** The training set $\mathcal{X}$ is fixed a-priori and for a given time horizon, $\Delta T$.
- **Selection of labeled training examples.** Training and test sets are sampled randomly from $\mathcal{X}$. All examples $\mathbf{x}$ are considered equally informative for the purpose of learning. No $\mathbf{x}$ is disregarded or generated automatically.

## III. ACTIVE LEARNING

### A. Background

The search for effective training data sampling algorithms has been studied in the machine learning research. Previous work in active learning has concentrated on two approaches: certainty-based methods and committee-based methods. In the certainty-based methods, an initial system is trained using a small set of annotated examples [12]. Then, the system examines and labels the unannotated examples, and determines the certainties of its predictions of them. The $\mathbf{K}$ examples with the lowest certainties are then presented to the labelers for annotation. In the committee-based methods, a distinct set of classifiers is also created using the small set of annotated examples [11], [13]. The unannotated instances, whose annotations differ most when presented to different classifiers are presented to the labelers for annotation. In both paradigms, a new system is trained using the new set of annotated examples, and this process is repeated until the system performance converges. A recent committee-based method, which is applicable to multiview problems (i.e., problems with several sets of uncorrelated attributes that can be used for learning) is co-testing [14]. In co-testing, the committee of classifiers is trained using different views of the data.

In the language processing research, certainty-based methods have been used for information extraction, and natural language parsing [15]–[17], committee-based methods have been used for text categorization [18], [14]. Our previous work concentrated on using active learning for language model training for ASR [19], [20], and spoken language understanding [21]. Currently, [22] has proposed a similar selective sampling approach for ASR, and have shown improvements for training acoustic models on a small vocabulary task.

### B. The Algorithm

Passive learning delegates the burden of estimating good models to the estimation techniques (e.g., acoustic or language modeling). In contrast, active learning emphasizes the role of the input selection for the purpose of improving the expected error rate over time.

Active learning is defined in terms of two basic concepts: selective sampling and error rate prediction as function of the training examples [11]. In Fig. 2 we give the general scheme of active learning machines. In the general formulation, active learning considers the input $\mathbf{x} = \mathbf{x}(t)$ as an example (e.g., speech utterance, feature vector) being sampled at time $t$. This formulation is suitable for dynamic systems which are sought to track stationary and nonstationary statistics. For $\Delta T = \infty$,

![Fig. 2. Supervised active learning architecture. $\mu$ and $\sigma$ are the statistical parameters of acoustic or language models.](image)

we have active learning in the more traditional sense of an optimization problem over a-priori set of training examples $\mathcal{X}$ [11].

In the rest of the paper we will consider both scenarios as they apply to automatic speech recognition.

While active learning can act upon each individual sample $\mathbf{x}(t)$, selective sampling is optimized by buffering $\mathbf{B}(t)$ the samples over a time horizon, $\Delta T = J$

$$\mathbf{B}(t) = (\mathbf{x}(t), \ldots, \mathbf{x}(t + J)).$$

Selective sampling searches for the subset of examples that are mostly informative to decrease the word error rate $\varepsilon$. In Section VI we address the relation between the $J$ and the first order difference for the error rate, $\Delta(\varepsilon)$.

Let us assume that there exists a function $\Phi(\mathbf{x}(t))$, which computes an estimate of the error rate for each example $\mathbf{x}(t)$. The informativeness function $I(\Phi)$ assigns a weight to each training example as a function of its error estimate. In Fig. 3 we have two candidate functions which characterize two different learning strategies. $I_1(\Phi)$ is the uncertainty based linear function and it ranks monotonically all examples starting with the random guess estimate $\Phi_{\text{avg}}$. $I_2(\Phi)$.

2Obviously, any strictly monotonic function between $\Phi = 0$ and $\Phi = 1$ will provide one and only example ranking.

![Fig. 3. Characterization of the Informativeness function $I(\Phi)$. The $x$ axis is for the error estimates $\varepsilon$. The $y$ axis is for the the informativeness function $I(\Phi)$ which could be either linearly related with with $\Phi$ or skewed around the random guess estimate $\Phi_{\text{avg}}$.](image)
high (and low) error rates and emphasizes samples which are estimated (almost) randomly. In Fig. 3, $I_2(\Phi)$ is plotted for the case of random predictions occurring at $\Phi_n$. The triangular shaped informativeness function $I_2(\Phi)$ has only one parameter, $0 \leq a \leq 1$, to be computed based on held-out data. Let us recall here that the examples ranking is dependent on the current model parameters and thus examples may have different informativeness score at different time intervals.

The informativeness function $I(\Phi)$ allows us to rank each example $x$ and associate an integer number $r$, which spans from 1 to the size of the buffer, $K$. If more than one independent error estimator is provided then there is the problem of merging ranked lists, which is a research topic well studied in statistics and machine learning [23], [24]. The last step of selective sampling (see Fig. 2) is to take the first $K$ examples from the ranked list ($R(B(t)))$ and have it labeled (human).3

Once the statistics and the error estimator parameters have been updated, the learning loop continues by processing a new batch ($B(t)$) of training examples. In general if we are not making any assumptions about the model learning algorithm (black box paradigm) there is no guarantee that the expected error rate will decrease as function of the selected samples. There are convergence results for particular learning algorithms such as the perceptron [25], however they do not apply in the general case. In LVCSR, the class of estimation methods is large, ranging from maximum likelihood (ML) to discriminative training (DT). For ASR we will show strong experimental relation between recognition error and the sequence of selectively sampled training sets using ML trained stochastic models.

In the next section we will exploit the active learning concepts and apply them to automatic speech recognition.

IV. ACTIVE LEARNING FOR ASR

In speech recognition the common training paradigm is the optimization of the word error rate (WER) for a given training and test set, both drawn at random from a fixed $X$. In this procedure, it is assumed that all training examples are useful. In the case of the so-called data mismatch there is a performance gap between expected (i.i.d. case) and actual performance (non-stationary case). Traditionally this problem is approached with model adaptation techniques with a supervised passive scheme [26], [6]. However, even in the latter case it is not possible to automatically detect the mismatch or the time-varying statistics.

Active learning encapsulates the traditional LVCSRs statistical estimation techniques into the framework of adaptive machine learning. It detects automatically the training examples that are difficult to recognize because of data sparseness or nonstationarities. In general it selects, out of all the available speech corpora, only those samples that maximizes word accuracy (1-WER), overcoming the problem of training from outliers or superfluous data. In Fig. 4 we show the typical learning curves of LVCSR systems for a large4 training set $X$. We are interested in minimizing the error rate, $\varepsilon_{\text{min}}$, regardless of the amount of samples needed to train the stochastic models. In general if we train from all the available training examples, the error rate will be suboptimal ($\varepsilon_e \geq \varepsilon_{\text{min}}$). This is due to overtraining or to the presence of outliers. From a sample size point of view, $n_{\text{min}}$ is the optimal value and the performance saturation occurs at earlier stages of training ($n_{\text{min}} \leq N$).

The central concept in active learning is selective sampling from the training set. There are two components, namely the ranking ($R(\cdot)$) of each sample in $X$ and the selection of a set of examples. The latter component controls directly the model update rate. In the next sections we describe the core algorithms for ranking ($R(\cdot)$), estimating the error rate and training with AL.

V. TRAINING WITH ACTIVE LEARNING

A. Word Score Estimation

In the literature, there are two leading methods for confidence score estimation. The first one is based on acoustic measurements [27] and the other one is based on word lattices [28], [29]. The latter one has the advantage that the probability computation does not require training of an error estimator. There are also hybrid approaches, which use features from the two types of methods [30].

We extract word confidence scores from the lattice output of ASR. A detailed explanation of this algorithm and the comparison of its performance with other approaches is presented in [31]. A summary of the algorithm is as follows.

1) Compute the posterior probabilities for all transitions in the lattice.
2) Extract a path from the lattice (which can be the best, longest or a random path), and call this as the pivot of the alignment.
3) Traverse the lattice, and align all the transitions with the pivot, merging the transitions that correspond to the same word (or label) and occur in the same interval (by summing their posterior probabilities).

We use the state times or approximate state locations on the lattice, to align transitions that have occurred at around the same time interval. We call the final structure as pivot alignment. We use the word posterior probability estimates on the best path of the pivot alignments as word confidence scores, $c_{\text{conf}}$, where we

---

3Throughout the paper we will use the term label and depending on the context it will refer to different types of human supervision. For instance, in text classification text transcriptions are annotated with a label which is one out of a fixed set of allowed labels. In speech recognition, speech utterances are transcribed using a set of guidelines to describe the event contained in them (e.g., spoken words or speech disfluencies).

4In practice for LVCSR, 10 K speech utterances are considered a reasonable size of the training set.
use $u_k^n$ to denote a word and use the notation $c_{u_k^n}$ to represent the confidence score of the word sequence $u_1^n$.

B. Utterance Score Estimation

For active learning, we used different approaches to obtain utterance level confidence scores from word confidence scores [19], and two of them resulted in a better performance. One approach is to compute the confidence score of an utterance as the arithmetic mean of the confidence scores of the words that it contains

$$c_{u_k^n} = \frac{1}{n} \sum_{i=1}^{n} c_{u_i}.$$  \hspace{1cm} (2)

The second approach is using a voting scheme with a threshold. The words with a score less than the threshold do not have any contribution to the utterance score. The words with a confidence score greater than the threshold contribute to the utterance score by 1. The final utterance score is normalized by the utterance length.

$$c_{u_k^n} = \frac{1}{n} \sum_{i=1}^{n} \text{tr} (c_{u_i})$$  \hspace{1cm} (3)

where

$$\text{tr} (c_{u_i}) = \begin{cases} 1, & \text{if } c_{u_i} > \text{threshold} \\ 0, & \text{otherwise} \end{cases}.$$  \hspace{1cm} (4)

In Fig. 5(top) we plot the joint statistics of the mean confidence scores (2) and the corresponding utterance accuracy ($1 - \varepsilon_i$). The confidence scores are binned uniformly (100 utterances per bin) and we plot the mean and standard variation of the utterance accuracy within each bin. In Fig. 5 (bottom) we plot the relative frequency histogram of the utterance confidence scores. As can be seen in Fig. 5 the utterance score is linearly correlated to the utterance accuracy.

In Fig. 6 we plot the joint statistics of the voting confidence scores (3) and the corresponding utterance accuracy ($1 - \varepsilon_i$) using the same binning procedure used in Fig. 5.

Both figures are the experimental evidence for the informativeness functions in Fig. 3.

C. Algorithm

The algorithm for active learning for ASR is depicted in Fig. 7. In the figure, the solid lines show the operation flow, and the dashed lines show data flow. As the initialization step, we first train a speech recognizer, using a small set of transcribed data, $S_t$. The $S_t$ can also include off-the-shelf speech corpora. Using the initial ASR models, we automatically transcribe the utterances that are candidates for transcription, $S_{ut}^n$ (see B( ) in Fig. 2). We then compute lattice based confidence scores for each word and use either (2) or (3) to assign an utterance based score. We apply the informativeness function $I(\Phi)$ to predict

![Fig. 5. (Top) Utterance accuracy versus mean confidence scores. For each bin the mean and the standard deviation are plotted. (Bottom) Relative frequency histogram for mean confidence scores.](image)

![Fig. 6. (Top) Utterance accuracy versus voting confidence scores. For each bin the mean and the standard deviation are plotted. (Bottom) Relative frequency histogram for voting scores.](image)

![Fig. 7. The algorithm.](image)
which candidates are more likely to reduce the word error rate. We provide human transcriptions solely for the selected utterances from \( S_n \). This set of \( K \) utterances are denoted by \( S_k \) in the figure. We then add the transcribed utterances to \( S_k \) and exclude them from \( S_n \). We iterate this process as long as there are additional untranscribed utterances and we stop, if the WER on the development test set has converged.

D. Error Convergence

By treating the model learning algorithms as black boxes, in general there is no guarantee to minimize the error rate monotonically. For instance for stochastic language modeling, most of the state-of-the-art techniques are based on ML estimates of \( n \)-gram counts [32]. In acoustic modeling, there is a quite effective set of techniques that address the problem of minimizing the word error rate [1]. In both cases, it is an open research problem how to combine the selective sampling into the estimation algorithm. It is straightforward to show that an arbitrarily biased sampling bears no correlation with word error rate. However, in the case of ML based model estimation we will show an empirical monotonic correlation between recognition error rate and two sampling methods: random and selective sampling of training sets using ML trained stochastic models.

VI. EXPERIMENTAL RESULTS

We performed a series of experiments to verify that the posterior probabilities of the ASR pivot alignments can be used to select more informative utterances to transcribe. For all these experiments, we used utterances from the How May I Help You? SM human-machine speech dialog database [33]. The language models used in all our experiments are trigram models based on Variable Ngram Stochastic Automata (VNSA) [34]. The acoustic models are subword unit based, with triphone context modeling.

A. Training and Test Data

The initial set of transcribed utterances, which is used to train the initial acoustic and language models consists of 1000 utterances (10 722 words). The additional set of transcription candidate utterances consists of 26 963 utterances (307 649 words). The test data consists of 1000 utterances (10 646 words). In the experiments, where we retrained the acoustic model, we used a 1000 utterance (11 515 words) development test set to tune the parameters (the number of mixtures, etc.).

B. Active Learning

Using the initial ASR acoustic and language models, we generated lattices and pivot alignments for our additional training data, and computed the confidence scores for words and utterances. We ran the algorithm for only a single iteration, with \( K \) equal to the additional training set size, and sorted the data in the order of increasing usefulness for ASR. We then incrementally trained acoustic and language models, every 2000 utterances (100, 250, 500, and 1000 utterances at the initial points), and generated learning curves for Word Accuracy \( (\varepsilon = 1 - \varepsilon) \), which are presented in Fig. 8. In that figure, there are three sets of curves for random sampling and selective sampling. In the top experiment, both the acoustic and language models are retrained as we have more transcribed training data. In the center experiment, the acoustic model is retrained for each set of new \( K \) examples, while the language model is fixed and trained from the initial set. In the bottom experiment, the language model is retrained for each set of newly selected \( K \) examples and the acoustic model is fixed and trained from the initial set. In all of them, the random and selective sampling curves meet at the same point, as all the data is used in that case \( (\Delta T = \infty) \). Of course, in practice active learning would stop where the performance saturates. We plot the results using the arithmetic mean of the word confidence scores \( \Phi \) is the mean function in (2)) and \( I_2(\Phi) \), which performed slightly better than \( I_1(\Phi) \). From these curves, we see that selective sampling is effective in minimizing the amount of labeled data necessary to achieve best word accuracy. When we retrained both the acoustic and language models, the best performance with random sampling was achieved using all of the training data (27 963 utterances). We achieved the same word accuracy (69.9%) with selective sampling and using 68% less data (with around 9000 utterances). Therefore, by selective sampling, it is possible to speed up the learning rate of ASR with respect to the amount of labeled transcriptions. We also achieved a higher accuracy with active learning (71.0%) than using all the data, when we used 19 000 utterances. At each point on these curves, we selected the acoustic model parameters that maximize the word accuracy on the development test set, and plotted the real test set word accuracy with these parameters.

One reason for the better learning is that, with active learning, we achieve a faster learning rate for new words and new \( n \)-grams. Fig. 9 shows the vocabulary size learning curves for random and selective sampling. As can be seen from the figure, we detect new \( n \)-grams at a higher rate with selectively sampling as compared to random sampling.

For a given acoustic channel (e.g., telephone), we are interested to evaluate the performance of AL for learning novel domain
language. In this experimental scenario we use an off-the-shelf acoustic model trained on the same acoustic channel from off-the-shelf speech corpora. We used the set in the previous experiment to train the initial language model and used these models to select examples from the buffer. The random and selective sampling learning curves are plotted in Fig. 10. In this experiment, the best performance with random sampling was again achieved using all of the training data (27,963 utterances). We achieved the same word accuracy (68.1%) with selective sampling and using 64% less data (with around 10,000 utterances). We achieved the best accuracy with active learning (68.6%) when we used 13,000 utterances (less than half of all the data).

We have simulated the dynamic case \( (x = x(t)) \) by sorting the utterances according to their time stamps. The time span for the entire training set is three months of live recordings from the “How May I Help You?” system. We have buffered 1000 utterances at time instant \( t \) \( (J = 1000) \) and selectively sampled 500 utterances \( (K = 500) \), and transcribed them. We discarded the remaining 500 utterances, and used the new set of transcribed utterances in the selective sampling for \( t+1 \). In this experiment we used the acoustic model from the previous experiment (see Fig. 10). Fig. 11 depicts the results of such an experiment. In this case, the selective sampling learning curve ends at around 14,500 utterances, as we are discarding half of the utterances in the buffer at each instant \( B(t) \). According to this plot, we again achieve the best accuracy with random sampling, using 64% less transcribed utterances with selective sampling. With only half of the additional data, we achieve a word accuracy of 68.9%, which is 0.8% points better than the accuracy achieved using all the data, and 1.7% points better than using half of the data with random sampling.

C. Buffer Size

The buffering of the input \( x(t) \) in active learning is designed to increase the probability of minimizing the error rate. To show this, we plotted the effect of buffer size, \( J \), to the active learning performance in Fig. 12. We selected three set
sizes for transcription, \( K = \{500, 1000, 2000\} \) utterances. We selectively sampled these utterances from buffers of different sizes. As can be seen from the figure, the word accuracy is maximized for a buffer of size three times the selection size \( K \). This shows that there is a maximum performance we can achieve using a given transcribed data set size. The performance degrades as we increase the buffer size, as our algorithm is not outlier-proof, and the percentage of outliers increases as we increase the buffer size. But in all cases, the performance is better than random sampling, which corresponds to \( i = 1 \) in Fig. 12.

VII. CONCLUSION

In this paper, we have proposed a novel approach to automatic speech recognition based on active learning. Active learning makes efficient use of data which is expensive to transcribe. Moreover, active learning has the built-in feature to adapt to nonstationary events by means of feedback mechanism in the training algorithm. Active learning can also be seen as an optimization algorithm that selects the training examples that optimize the test set word accuracy. Our experiments show that by using active learning the amount of labeled data needed for a given word accuracy can be reduced by more than 60% with respect to random sampling and word accuracy is improved as well.
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