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1. Running-time Complexity per Color-coding Iteration

The time complexity of the work done per each color-coding iteration will be measured by the following parameters:

1. $g$ – the number of production rules in $Curry(A)$.
2. $N$ – the number of non-terminal symbols in $Curry(A)$.
3. $|V|, |E|$ – the number of nodes and edges in the input directed graph.
4. $m$ – the maximum number of nodes in the output trees.
5. $k$ – the number of optimal solutions to report.
6. $a$ – the maximal number of production rules with the same non-terminal on the left side.

For a given coloring of the input graph $G = (V, E)$, and a Curry-Encoded RTG $A = \{N, \Sigma, P, S\}$, the algorithm runs as follows: First, it constructs the hypergraph $H = (V_H, E_H)$ in which every hypernode, denoted by a tuple $x = (X, v, q)$, represents a class of rooted subtrees in $G$, with the following properties: $X \in P$ is a non-terminal symbol, $v \in V$ is the root vertex and $q \subseteq \Sigma$ is the set of colors of the vertices of any subtree represented by $x$, for which $C(v) \in q$. Hence, the number of hypernodes is at most $N \cdot |V| \cdot 2^m$.

In what follows, we analyze the time complexity of each of the two stages of our algorithm.

1.1. Stage 1: construction of the hypergraph

**Theorem 1:** The time complexity for the construction of the hypergraph $H$ is $O(m \cdot g \cdot |E| \cdot 3^m)$.

**Proof:** We say that two hypernodes $x, y$ are partners if there exists a hyperedge $e \in E_H$ such that $tail(e) = < x, y >$. From the definition of edges in the hypergraph we get that hypernodes $x = (X, v, q_x), y = (Y, u, q_y)$ are partners if and only if: (1) $(u, v) \in E$ (2) there exists a derivation rule and a non-terminal $W \in P$ such that $W \to X@Y$ and (3) $q_x \cap q_y = \emptyset$.

For each hypernode, we want to efficiently obtain its candidate partner hypernodes. For this, we implement the following data-structures:

- For a non-terminal $X \in N$, let $L_X = \{ Y \in N : W \to X@Y \in P \}$. Construction of $L_X$ for each $X \in N$ is done, in pre-processing, in linear time in the size of the grammar. For each non-terminal $X \in N$, $L_X$ is retrieved in constant time.
- $F(v, W)$ - A table of size $g \cdot |V|$, such that for each $v \in V$ and for each non-terminal $W \in N$, $F(v, W)$ will store all hypernodes $(W, v, q)$, where $q \subseteq \Sigma$ can be any subset of colors. The hypernodes in $F(v, W)$ are stored in a binary tree of height $m + 1$, according to the binary representation of $q$, in the following manner. For any node in level $i$ of the binary tree in $F(v, W)$, the left edge corresponds to color-sets that contain the color $i + 1$ and the right edge corresponds to color-sets that don’t contain the color $i + 1$. The hypernodes are stored in the leaves of $F(v, W)$, such that the path from the root to a leaf $u$ spells out the colors of the subtrees represented by the hypernodes stored in $u$.

The construction of the hypergraph is carried out as follows. Given a hypernode $x = (X, v, q_x)$, for each edge $(u, v) \in E$, and for each $Y$ in $L_X$, we use the table $F(u, Y)$ to retrieve the relevant partners of $x$. The time for reporting each relevant partner is $O(m)$, due to the binary tree traversal. We denote by $\gamma_x$ the number of potential legal partners of $x$. Thus, we can retrieve all possible relevant partners of $x$, in $O(m \cdot \gamma_x)$. Overall, the running time of the hypergraph construction is bounded by $O(|V_H| + \sum_{x \in V_H} m \cdot \gamma_x)$ (i.e. construction of the nodes plus construction of the edges in the hypergraph). We define $d_u = |\{ v' : (v, v') \in E \}|$ and $l_X = |L_X|$, then $\gamma_x \leq l_X \cdot d_u \cdot 2^{|q_x|}$. Then we get:

$$
\sum_{x \in V_H} m \cdot \gamma_x \leq m \cdot \sum_{(x, v, q_x) \in V_H} l_X \cdot d_u \cdot 2^{|q_x|} \leq m \sum_{v \in V} d_v \sum_{x \in N} l_X \sum_{q \subseteq \Sigma} 2^{|q|} \leq m \sum_{v \in V} d_v \sum_{x \in N} l_X \sum_{i=0}^{m} \binom{m}{i} 2^{|q|} = m |E| g \sum_{i=0}^{m} \binom{m}{i} 2^{|q|} = mg |E| 3^m
$$
1. We sum the values of \( q \), where \( q \) varies from 0 to \( m \), and there are at most \( \binom{m}{i} \) coloring subsets of size \( i \).

2. \( \sum_{v \in V} d_v = |E|, \sum_{x \in X} l_x = g \).

3. From the binomial theorem: \((x + a)^n = \sum_{k=0}^{n} \binom{n}{k} x^k a^{n-k} \), now take \( x = 2 \) and \( a = 1 \).

1.2. Stage 2: computing \( k \)-best derivations of the hypergraph

**Theorem 2:** The time complexity for the second stage of our algorithm is \( O(|E_H| + |V_H| \cdot km(m \log k + \log a)) = O(g|E|3^m + g|V|2^m km(m \log k + \log a)) \).

**Proof:** In Stage 2, the algorithm computes the \( k \)-best derivations. For this purpose, we describe how to modify Huang and Chiang's Algorithm 2 to avoid isomorphic subtrees (see definition below). We do not address their lazy Algorithm 3 since some of its assumptions do not hold in our case, as discussed in the paper. Remember that in our application we want to return \( k \)-best non-isomorphic rooted subtrees. As shown in Figure S3, there could be several top-scoring derivations of the very same unordered subtree \( T \), differing only by their node ordering. In order to overcome this obstacle, we produce the canonical representation of the tree, prior to inserting it to a \( k \)-best list. By this, we guarantee that in each \( k \)-best list we have exactly one subtree of a given isomorphism type. To compute the new bound of the modified algorithm, we define:

- \( r = \max_{v \in V} r_v \), where \( r_v \) denotes the maximal number of children of any node \( v \) in any tree that is considered as a candidate solution to Problem 2.
- \( \alpha_X = \| [X \rightarrow Y @ Z \in P | Y, Z \in N] \| \) and \( \alpha = \max_{X \in X} \alpha_X \).

**Rooted Unordered Tree Isomorphism:** In Rooted Unordered Isomorphism, trees \( \tau_1 \) and \( \tau_2 \) are isomorphic if \( \tau_1 \) can be obtained from \( \tau_2 \) by subtree reordering operations. Formally, we define \( \tau_1 \equiv \tau_2 \) by induction on the number of nodes in \( \tau_1 \) and \( \tau_2 \) by defining that \( \tau_1 \equiv \tau_2 \) holds if and only if:

1. \( |\tau_1| = |\tau_2| = 1 \) and \( \tau_1 = \tau_2 \) or
2. \( \tau_1 \) and \( \tau_2 \) both have the same number, \( m \), of immediate subtrees, and there is some ordering \( \tau_1^1, ..., \tau_1^m \) of the immediate subtrees of \( \tau_1 \) and some ordering \( \tau_2^1, ..., \tau_2^m \) of the immediate subtrees of \( \tau_2 \) such that \( \tau_1^i \equiv \tau_2^i \) for all \( 1 \leq i \leq m \).

By definition, in Rooted Unordered Tree Isomorphism, any two isomorphic trees have the same canonical encoding (Figure S3).

**Lemma 2:** For hypernode \( x = (X, v, q_x) \), the number of distinct incoming derivations that may produce the same tree (up to isomorphism) is bounded by \( \alpha_X \cdot r \).

**Claim 1:** any two derivations induced by the same hyperedge, correspond to non-isomorphic trees.

**Proof of Claim 1:** Let \( e = (h \leftarrow x, y) \) be some hyperedge and denote \( x = (X, v, q_x), y = (Y, u, q_y) \). Assume, in contradiction, that there are two distinct derivation \( d_1 \) and \( d_2 \), induced in \( e \), that produce the same isomorphism type \( T = (V', E') \) and denote \( d_1 = (e, < l_1, j_1 >), d_2 = (e, < l_2, j_2 >) \). Without loss of generality, let \( j_1 \neq j_2 \). Denote \( \tau_1 \) and \( \tau_2 \) the subtrees corresponding to \( D^{j_1} (t_2(e)) \) and \( D^{j_2} (t_2(e)) \), respectively. Denote by \( V_1, V_2 \) the set of nodes of \( \tau_1 \) and \( \tau_2 \), respectively. Since \( \tau_1 \) and \( \tau_2 \) come from the same hyperedge, they consist of the same colors \( q_y \). Also note that \( V_1, V_2 \subseteq V' \), thus \( V_1 = V_2 \) (otherwise, there are two different vertices in \( T \) with the same color). We get that both \( \tau_1 \) and \( \tau_2 \) correspond to a subtree of \( T \) over the vertices \( V_1 = V_2 \) and therefore correspond to isomorphic trees. Since the \( k \)-best list does not contain isomorphic trees, we get in contradiction \( j_1 = j_2 \). Q.E.D

**Proof of Lemma 2:** Following Claim 1, given a hypernode \( x = (X, v, q_x) \), all we need to do is to count the number of distinct hyperedges in \( BS(x) \) that can produce isomorphic trees. Consider an ordered rooted tree \( T \) in the class of subtrees represented by \( x \), thus \( T \) is rooted in \( v \). Assume, in contradiction, \( \alpha_X \cdot r + 1 \) distinct incoming hyperedges that produce trees isomorphic to \( T \). Since \( X \) could be generated by at most \( \alpha_X \) different rules, from the pigeon-hole principle there is a rule, say \( X \rightarrow W@Y \), that corresponds to at least \( r + 1 \) distinct hyperedges. Note that every hyperedge corresponds
to some edge in \( G \). Also, there are at most \( r \) children of \( v \) in \( T \), (and thus, at most \( r \) edges adjacent to \( v \)). Therefore, once again, from the pigeon-hole principle, there exist two distinct hyperedges \( e_1, e_2 \), denoted by, \( e_1 = (x_1 = (W, v, q_{x_1}), y_1 = (Y, u, q_{y_1})) \) and \( e_2 = (x_2 = (W, v, q_{x_2}), y_2 = (Y, u, q_{y_2})) \), that correspond to the same edge \( (u, v) \in E \). Since \( q_x = q_{x_1} \cup q_{y_1} = q_{x_2} \cup q_{y_2} \) and \( q_{x_1} \cap q_{y_2} = q_{x_2} \cap q_{y_1} = \emptyset \), we get that \( q_{x_1} \neq q_{x_2} \) or \( q_{y_1} \neq q_{y_2} \) (otherwise \( q_{x_1} = q_{x_2} \) and \( q_{y_1} = q_{y_2} \) which means \( x_1 = x_2, y_1 = y_2 \)). Assume W.L.O.G that \( q_{x_1} \cap q_{x_2} = \emptyset \), therefore, there exists a vertex \( w \) which is a descendant of \( v \) in some rooted subtree represented by \( (W, v, q_{x_1}) \) and also a descendant of \( u \) in some rooted subtree represented by \( (Y, u, q_{y_2}) \). Since \( (u, v) \) is an edge in the tree \( T \), we get two different paths from \( v \) to \( w \) in \( T \) (one contains \( u \) and the other doesn’t), this is a contradiction to the fact that \( T \) is a tree and therefore there exists only one unique path to any descendant of the root. Q.E.D.

Now, following Lemma 2, we can analyze the running-time of \( \text{findKBest} \) for a given hypernode \( x = (X, v, q_x) \), as follows. In algorithm \( \text{findKBest} \), in every iteration, a new candidate is inserted to the k-best list. Therefore, the number of iterations is bounded by \( k \). In our variation, for each tree \( r \) in the k-best list of \( x \), there might be \( \alpha_x \cdot r \) iterations in which we compute \( r \). Therefore we maintain a priority queue of the top-\( kr \alpha_x \) candidate derivations (instead of top-\( k \) as in Huang and Chiang’s algorithm). For each such candidate in the k-best selecting method, we construct its canonical representation in \( O(m) \) time. We use a binary search tree sorted lexicographically to store the canonical codes of all subtrees in the k-best list, in order to verify that any candidate subtree is not already in the top-k list. Hence operations cost \( (m log k) \) time (i.e. \( O(log k) \)) for traversing the binary tree of size \( k \), multiplied by an \( O(m) \) factor for comparator operations. Since for every \( v \in V, r_v \leq m \) we get \( r \leq m \), and therefore the running time per hypernode \( x \) is computed as follows:

\[
O(|BS(x)| + kr \alpha_x (\log (kr \alpha_x) + m \log k)) = O(|BS(x)| + kr \alpha_x (m \log k + \log \alpha_x))
\]

\[
\leq O(|BS(x)| + km \alpha_x (m \log k + \log \alpha))
\]

The bound on the number of hyperedges in \( E_H \), based on Theorem 2, is \( O(g \cdot |E| \cdot 3^m) \). Thus, the total running-time of Step 2, for computing \( \text{findKBest} \) for all hypernodes, is computed as follows.

\[
\sum_{x \in E_H} O(|BS(x)| + km \alpha_x (m \log k + \log \alpha)) = O(\sum_{x \in E_H} BS(x) + km \alpha_x (m \log k + \log \alpha)) = O(|E_H| + \sum_{x \in E_H} \sum_{q \in Q} km \alpha_x (m \log k + \log \alpha)) =
\]

\[
O(|E_H| + \sum_{x \in E_H} \sum_{q \in Q} km (m \log k + \log \alpha) \sum_{x \in E_H} \alpha_x) = O(|E_H| + \sum_{v \in E} \sum_{q \in Q} km (m \log k + \log \alpha)) =
\]

\[
O(g \cdot |E| \cdot 3^m + g \cdot |V| \cdot 2^m km (m \log k + \log \alpha)) =
\]

1. \( \sum_{x \in E_H} \alpha_x = g \) since every production rule is counted exactly one time.

Q.E.D

2. **Bounding the Error Probability by Iterative Color-coding**

**Theorem:** For any \( \varepsilon > 0 \), after \( e^m \ln \left( \frac{k^2}{\varepsilon} \right) \) iterations, the output list contains all the k-best subtrees with error probability \( \leq \varepsilon \).

**Proof:** Let \( V_1, \ldots, V_k \) be the sets of nodes in the k-best subtrees. For any \( i, |V_i| \leq m \), thus \( V_i \) is colorful in iteration \( j \), with probability \( \geq \frac{m!}{m^m} \geq e^{-m} \) (since \( |V_i|! \) is the number of legal colorings, \( |V_i|! \) is the total number of colorings, and \( |V_i| \leq m \)). Denote by \( A_i^j \) the event that \( V_i \) is not colorful in iteration \( j \), thus: \( P[A_i^j] \leq 1 - e^{-m} \).
Note that if $V_1$ is colorful in at least one iteration, then $V_i$ is part of the output. Therefore, the $k$ subtrees are not the $k$-best if and only if there exists some $V_i$ such that $V_i$ is not colorful in any iteration. Denote by $A_i$ the event that $V_i$ is not colorful in any iteration (i.e. $A_i = \cap_{j=1}^{k} A_i'$), then

$$P[\text{Failure}] = P[A_1 \cup A_2 \cup \ldots \cup A_k] \leq \sum_{i=1}^{k} P[A_i]$$

$$P[A_i] = P[A_i^1 \cap A_i^2 \cap \ldots \cap A_i^t] = \prod_{j=1}^{t} P[A_i^j] \leq \prod_{j=1}^{t} (1 - e^{-m}) = (1 - e^{-m})^t \leq (e^{e^{-m}})^t$$

$$\Rightarrow P[\text{Failure}] \leq \sum_{i=1}^{k} P[A_i] = \sum_{i=1}^{k} (e^{e^{-m}})^t = k \cdot e^{e^{-m}}$$

$$k \cdot e^{-e^{-m}e^{m\ln\left(\frac{k}{\epsilon}\right)}} = \epsilon \Rightarrow P[\text{Failure}] \leq \epsilon$$

Notes:
1) The colorings of distinct iterations are independent.
2) $(1 - x) \leq e^{-x}$. Q.E.D

Thus, for a failure probability $\epsilon$, the total running time of our algorithm is:

$$O(e^m \ln \left(\frac{k}{\epsilon}\right) (mg |E|3^m + g|V|2^m mk (m \log k + \log \alpha)))$$

3. Scoring Functions and Monotonicity

**Monotonicity of derivations of hypernodes.** A function $f : \mathbb{R}^m \rightarrow \mathbb{R}$ is monotonic with regards to $\leq$, if for all $i \in \{1 \ldots m\}$, $(a_i \leq a_i') \Rightarrow f(a_1, ..., a_m) \leq f(a_1', ..., a_m')$.

The inter-derivations relation $\leq$ over the derivations of the hypergraph is defined as follows. Given two derivation $d_1 = (e_1, (i_1, j_1))$ and $d_2 = (e_2, (i_2, j_2))$, we define $d_1 \leq d_2 \iff e_1 = e_2, i_1 \leq i_2, j_1 \leq j_2$. Note that $\leq$ is the relation that must preserve monotonicity to ensure the correctness of the algorithms proposed by Huang and Chiang.

**Scoring functions.** Below we exemplify two types of monotonic scoring functions $s_i^1, s_i^2 \in \mathbb{R}$, defined for any derivation $d = (e, <i, j>)$ and obeying monotonicity according to the inter-derivations relation.

1) The addition function,

$$s_i^1(d) = D^i(t_1(e)) + D^i(t_2(e)) + c(e)$$

2) The weighted average function, $s_i^2(d) = \frac{\text{size}(t_1(e)) \times D^i(t_1(e)) + \text{size}(t_2(e)) \times D^i(t_2(e)) + c(e)}{\text{size}(\text{head}(e))}$, where $\text{size}(v)$ is defined as the number of edges in the subtrees corresponding to the hypernode $v$.

Since all derivations competing for the same hypernode (except for the pseudo root hypernode, see note below) correspond to subtrees that have the same number of edges, the weighted average function is monotonic.

Notes:
- For the pseudo root hypernode, the scoring scheme is defined $s_i(d) = D^i(t_1(e))$, hence preserves monotonicity.
- $D^i(t_1(e))$ is the score of the $i$th derivation in the $k$-best list $D(t_1(e))$.
- $t_i(e)$ is the $i$th hypernode in the tail of $e$.  


4. Search Space Pruning

Based on the dynamic realization, during the search, we can prune away hypernodes that cannot take part in a full solution that is scored high enough to be included in the k-best list across all color-coding iterations. For this, the optimal score of each hypernode \( \beta(v) \) is augmented with an optimistic estimation \( a(v) \) of the remaining score potential. For each hypernode \( v \), the merit of \( v \), \( a\beta(v) = a(v) + \beta(v) \) (defined for the addition function scoring scheme), is an optimistic upper bound on the score of a full solution in which hypernode \( v \) participates. The merit \( a\beta(v) \) is compared with a threshold \( c^k \), which is monotonically updated between consecutive color-coding iterations to store the value of the highest scoring \( k \)-ranked entry observed so far. While cost \( \beta(v) \) is computed during the bottom-up construction of the hypergraph for each hypernode \( v \), \( a(v) \) is computed in pre-processing as follows.

In the grammar-based scoring approach, we use an Inside-Outside algorithm to compute the Viterbi inside cost \( \beta(v) \) and the Viterbi outside cost \( a(v) \) for each hypernode \( v \) in the hypergraph. The outside parse-score \( a(v) \), is computed in preprocessing, as in Klein and Manning et al. on a leaf-set consisting of all possible terminal productions for the given grammar, rather than on the specific network. In the network-based scoring approach, we compute \( a(v) \) as a naive estimation of the number of edges that could be added, multiplied by the maximal edge-score in \( G \). Specifically, for hypernode \( (W,v,q) \), we define \( a(v) = (m - |q|) \times (E_{max}^H + V_{max}^H) \), where \( E_{max}^H \) and \( V_{max}^H \) are the maximal edge- and node-score in \( G \), respectively.

5. Grammars Used in the Results

A. The grammar used on KEGG pathways

This grammar accepts trees composed of pathway-proteins interacting with the virus (marked with \( x \)). Each such protein \( x \) contributes +4 to the total score. The viral-interactors are either connected directly or connected indirectly via a gap pathway-protein that does not interact with the virus (marked with \( g \)). Gap pathway proteins can be augmented with viral-interactors that do not belong to the pathway (marked with \( v \)). Each such protein \( v \) contributes +1 to the total score.

\[
A = \{N, \Sigma, P, S\} \quad N = \{S, G, X, V\} \quad P = \Sigma = \{x, g, v\}
\]

\[
\begin{align*}
S &\rightarrow x(\{X\}, \{S | G \}^*), \quad \text{score} = 0 \\
G &\rightarrow g(S \{V\}^*), \quad \text{score} = 0 \\
X &\rightarrow x, \quad \text{score} = 4 \\
V &\rightarrow v, \quad \text{score} = 1
\end{align*}
\]

\( x \): pathway protein interacting with the virus  
\( g \): pathway protein not interacting with any virus  
\( v \): non pathway protein interacting with the virus

B. The grammars used on the differentially expressed genes of influenza virus

The regular tree grammars used for the application on the up-regulated (a) and the down-regulated (b) genes. The grammar is designed to accept trees, in which for each protein-node, its child-nodes are proteins that are either classified to the same time-point or to the following time-point. For example, rule 1 in grammar 1 defines that the derivation must start at the non-terminal symbol \( S_{15} \), meaning that the accepted tree must be rooted in a protein-node labelled \( t_1 \) (i.e. classified to time-point 1). In addition, the accepted trees must have at least one leaf labeled \( t_2 \), in order to obtain trees that depict a full perspective of cellular dynamics across all time-points. This constraint is implemented in
the non-terminal symbols $S_{15}$, $S_{25}$, $S_{35}$ and $S_{45}$, each of which defines a subtree that has at least one leaf labelled $t_5$ and is rooted in protein-node labelled $t_1$, $t_2$, $t_3$ or $t_4$, respectively.

1. The grammar applied on the up-regulated genes

\[
A = \{N, \Sigma, P, S_{15}\} = \{S_{15}, S_{25}, S_{35}, S_{45}, S_1, S_2, S_3, S_4, S_5\}
\]

\[
P = \left\{\begin{array}{l}
S_{15} \rightarrow t_1((S_1|S_2)^* \cdot (S_{15}|S_{25})) \\
S_{25} \rightarrow t_2((S_2|S_3)^* \cdot (S_{25}|S_{35})) \\
S_{35} \rightarrow t_3((S_3|S_4)^* \cdot (S_{35}|S_{45})) \\
S_{45} \rightarrow t_4((S_4|S_5)^* \cdot (S_{45}|S_5)) \\
S_1 \rightarrow t_1((S_1|S_2)^*) \\
S_2 \rightarrow t_2((S_2|S_3)^*) \\
S_3 \rightarrow t_3((S_3|S_4)^*) \\
S_4 \rightarrow t_4((S_4|S_5)^*) \\
S_5 \rightarrow t_5((S_5)^*)
\end{array}\right.
\]

2. The grammar applied on the down-regulated genes

\[
A = \{N, \Sigma, P, S_{13}\} = \{S_{15}, S_{23}, S_1, S_2, S_3\}
\]

\[
P = \left\{\begin{array}{l}
S_{13} \rightarrow t_1((S_1|S_2)^* \cdot (S_{15}|S_{25})) \\
S_{23} \rightarrow t_2((S_2|S_3)^* \cdot (S_{25}|S_{35})) \\
S_1 \rightarrow t_1((S_1|S_2)^*) \\
S_2 \rightarrow t_2((S_2|S_3)^*) \\
S_3 \rightarrow t_3((S_3)^*)
\end{array}\right.
\]

$t_1$ : gene up – regulated at time – point 1
$t_2$ : gene up – regulated at time – point 2
$t_3$ : gene up – regulated at time – point 3
$t_4$ : gene up – regulated at time – point 4
$t_5$ : gene up – regulated at time – point 5

6. Extended Results

**Identifying human pathways that specific viruses heavily rely on.** In the manuscript we detailed the example of the TGF-β signaling pathway interaction with several viruses. Another example for a human pathway that interacts with multiple viruses is the antigen processing and presentation through the major histocompatibility complex class I (MHC1). This pathway is of special importance to viruses as it triggers the immune system to eliminate infected cells $^5$ (Figure S4A). Indeed, four viruses, EBV, HCV, PYV and HIV, were found to interact with both MHC1 and with chaperons that enable its assembly (Figure S4B). The fact that H1N1 is only weakly linked to this pathway is due to the fact that this virus escapes the immune system via increased mutations in viral proteins, rather than via viral-host interactions $^6$. Similarly to the example in the paper, RTGnet identified top-scoring subtrees with different topologies for each virus, demonstrating the power of an RTG to identify flexible patterns in a single query. To rigorously identify pathways that viruses densely interact with, we applied the grammar described in the manuscript to each pathway in the KEGG database. We focused on four evolutionarily-distinct viruses whose entire proteome was screened for interactions with the human proteins: H1N1 and HCV (two RNA viruses), EBV (a DNA virus), and HIV1 (a retrovirus). As can be expected, several pathways scored high for all viruses, including "cell cycle" and
"chemokine signaling" pathways, while other pathways scored high for a subset of the viruses. For example, H1N1, an RNA virus that does not establish chronic or latent infections, was the only virus not interacting with the "TGF-β signaling pathway", while HIV, the AIDS virus, was the only virus that densely interacted with the "primary immunodeficiency" pathway. Hierarchical clustering (Figure S4C) of these results by their Spearman correlation revealed that the three persistent viruses, EBV, HCV and HIV, are clustered together, while the acute virus, H1N1, has a relatively distinct profile. Therefore, the choice of which cellular process to perturb is mainly affected by the type of infection (persistent vs. acute) caused by the virus.

**Methods:** Human protein-protein interactions were gathered from the STRING database\(^7\). These contained ~69,000 interactions between ~11,000 proteins. Virus-host interactions downloaded from publicly available interaction databases (INTACT, BIOGRID, MINT, MENTHA, APID, BIND) using PSIQUIC.

<table>
<thead>
<tr>
<th>Virus</th>
<th>Total number of interacting human proteins in the human network</th>
</tr>
</thead>
<tbody>
<tr>
<td>EBV</td>
<td>1169</td>
</tr>
<tr>
<td>HCV</td>
<td>710</td>
</tr>
<tr>
<td>HIV</td>
<td>967</td>
</tr>
<tr>
<td>H1N1</td>
<td>270</td>
</tr>
<tr>
<td>HPV</td>
<td>846</td>
</tr>
<tr>
<td>PYV</td>
<td>348</td>
</tr>
</tbody>
</table>
Figures

Figure S1. Curryfication of a Regular Tree Grammar and the corresponding curryfication of the tree to be parsed. (A) Each production rule $X \rightarrow Y @ Z$ generates a tree, such that the tree represented by the non-terminal symbol $X$ is composed of the two subtrees that are represented by non-terminal symbols $Y$ and $Z$, connected to each other with an edge (marked with @). The composition of the tree represented by $X$, as an ordered rooted subtree, sets the subtree represented by $Z$ as the right-most child of the root of the subtree represented by $Y$. (B) A regular tree grammar. (C) The regular tree grammar in B, given as a deterministic automaton for each production rule. (D) The Curry-Encoding of the RTG in B, produced by de-composing the automatons that are showed in C. Each edge in each automaton corresponds to a unique production-rule in the Curry-Encoded RTG. (E) a tree accepted by the RTG in B. (F) the curry-encoding of the tree in E is accepted by Curry-Encoded RTG in D.
Figure S2. The basic workflow of our framework. The input to our algorithm consists of (A) a node-labeled directed graph $G$, representing a biological network, (B) an unranked regular tree grammar $A$, (C) a parameter $m$ that limits the number of vertices in the sought trees, (D) a parameter $k$ specifying the number of top-scoring results to compute. (E) The algorithm then applies color-coding to $G$, by coloring each node randomly in one of $m$ colors. (F) This is followed by a bottom-up parsing of the colored graph to create a hypergraph that encodes all candidate solutions. (G) The hypergraph is traversed to output the $k$-best highest scoring colorful trees. (H) This procedure (E-G) is repeated iteratively for a given input, in order to probabilistically limit the random error introduced by color-coding. After each iteration, the final list of $k$-best trees is merged with the new list of $k$-best trees computed in this iteration.
**Figure S3. The canonical code.** This figure demonstrates how three distinct derivations can produce three isomorphic trees, all encoded with the same canonical code. The canonical code of a tree $\tau$ (to the right) is composed from the canonical codes of the subtrees used to compose $\tau$. In this example, the root node of $\tau$ has three children encoded as "(2)", "(4)" and "(3, (5), (6), (7))". There are three combinations to compose $\tau$, and in each combination a different child is the right child. For example, in the bottom equation, "(2)" and "(4)" are the children of the root of the left-subtree and can be recovered from its canonical code "1, (2), (4)". The third child, "(3, (5), (6), (7))" is the full canonical code of the right-subtree. While constructing the canonical code of the tree, "(3, (5), (6), (7))" is inserted in the middle of "(2)" and "(4)", due to the lexicographical ordering, while the root-node remains unchanged. This ordering guarantees that any combination to compose $\tau$ would yield an identical canonical encoding "1, (2), (3, (5), (6), (7)), (4)".

![Diagram](image)

**Figure S4. Extended results.** (A) MHC1 antigens are assembled within the endoplasmic reticulum lumen and presented on the cellular membrane together with pathogenic peptides to be recognized by T-cells and thus trigger the immune-response. EBV, HIV, HPV and HCV perturb MHC1 processing by binding to MHC1 itself and to chaperone complexes that facilitate its folding. EBV and HPV also directly interact with TAP, a complex responsible for translocation of peptides from the cytosol into the lumen and for peptide-binding during MHC1 assembly. (B) Maximal scoring subtrees per virus (scores appear inside parenthesis) in the MHC1 pathway. (C) A heatmap showing the scores of the top-scoring subtrees found for each virus and for each KEGG pathway. Rows correspond to KEGG pathways and columns correspond to viruses. Each entry contains a value between 0-1: This value corresponds to the highest score obtained for the corresponding virus and pathway, divided by the highest score obtained for this virus across all pathways. KEGG pathways scoring less than 5 for all viruses were omitted. Hierarchical clustering was performed using the distance function $d = (1-r)/2$, where $r$ is Spearman correlation coefficient.
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