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On a connection between spectral factorization and geometric control theory

A. GOMBANI†* and P. A. FUHRMANN‡

We investigate here how the geometric control theory of Basile, Marro and Wonham can be obtained in a Hilbert space context, as the byproduct of the factorization of a spectral density with no zeros on the imaginary axis. We show how controlled invariant subspaces can be obtained as images of orthogonal projections of co-invariant subspaces onto a semi-invariant (Markovian) subspace of the Hardy space of square integrable functions analytic in the right half-plane. Output nulling subspaces are then related to a particular spectral factorization problem. A similar construction is presented for controllability subspaces, and a new algorithm for the computation of these subspaces is presented.

1. Introduction

Perhaps one of the most appealing features of the geometric control theory developed by Basile and Marro (1969) and Wonham (1991) is the generality of its construction. First a characterization of all controlled invariant subspaces for a given controllable pair \((A, B)\), and then a characterization of the output nulling ones for a given minimal realization of the transfer function \(W = C(sI - A)^{-1}B + D\). The key point for us is that a given stable, controllable pair \((A, B)\) determines uniquely an inner function. It is therefore quite enticing to try and lift such a construction to a natural space for inner functions, a Hardy space. It turns out that under mild coercivity conditions on \(WW^*\), the formulation of the results in the Hardy space setting is very simple, although the same does not hold for some proofs, and that the solution is strictly connected with stochastic realization. Such a direction could already be guessed from the paper by Lindquist et al. (1995), where the transmission zeros are studied. So, if the problem we investigate here is quite old, in fact the first works of Basile and Marro, for example, is from 1968, and the first work on the strong stochastic realization problem is from the mid-seventies (see e.g. Ruckebusch 1975), the approach we take here is nevertheless new. We exploit the Hilbert space structure, as is done in classical stochastic realization theory, but instead of analysing the geometry in the stochastic domain, we carry this structure entirely into the frequency setting. The result is that there is no statistics in this paper, but just Hilbert spaces and geometric control theory. It is nevertheless only in stochastic realization theory (see Lindquist and Picci 1991, Lindquist et al. 1995, Fuhrmann and Gombani 1998) that the factorizations we will use are derived. This explains the terminology. The main advantage of this approach is a computational one. In fact, in Fuhrmann and Gombani (1998), we reduce the characterization of spectral factors to the study of a set of stable, all-pass (inner) functions. Then the factorizations and the projections can all be computed using state space formulas and solving Lyapunov and Riccati equations. As a byproduct, we obtain a simple algorithm for determining output nulling and controllability subspaces for a given function \(W\).

It has been shown (see Lindquist et al. 1995) that if \(\Phi\) is a full rank \(p \times p\) rational spectral density \textit{without zeros on the extended imaginary axis} then \(W\) is a minimal stable \(p \times m\) spectral factor if and only if there exist essentially unique inner functions \(Q'\) and \(Q''\), determined up to a constant unitary factors, such that \(W = [W_-, 0]Q' = [W_+, 0]Q''*\), where \(W_-\) and \(W_+\) are the minimum and maximum phase spectral factors. Moreover, it can be shown (see Fuhrmann and Gombani 1998) that this result holds also when the matrix \(\Phi\) does not have full rank and that the inner function \(Q'\) and \(Q''\) are, under mild assumptions, uniquely determined by \(W\) and that

\[
Q'Q'' = \begin{pmatrix} Q_+ & 0 \\ 0 & R \end{pmatrix}
\]

where \(Q_+\) is an invariant depending only on \(\Phi\) and the matrix \(R\) is equivalent to an inner divisor of \(Q_+\).

Let now

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

be a fixed realization of \(W\). We show here how the functions \(Q'\) and \(Q''\) associated to \(W\) determine a maximal, inner antistabilizable subspace \(V_*^*\) and a maximal, inner stabilizable subspace \(V^*\) of \(\mathbb{C}^n\) which are output nulling. Moreover, the supremal output nulling controllability subspace \(R\) is the intersection of \(V^*_*\) and \(V^*_*\). The step from \(Q'\) to the supremal antistabilizable subspace is quite simple. Let \(W K\) be the Douglas–Shapiro–Shields factorization (see below) of \(W\); then \(V^*_+\) is (isomorphic
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to) the projection of the coinvariant subspace $H_r(Q')$ onto $H_r(K)$. The coinvariant subspace $H_r(K)$ is important in stochastic realization in this connection (see Lindquist and Picci 1991 or Ruckebusch 1980a) because it represents a natural state space for the realization of $W$.

Our work has been largely inspired by Lindquist et al. (1995). We believe that the present exposition is a natural extension of the results of that paper in the context of the geometric stochastic realization theory of Lindquist and Picci. Besides providing what we feel to be a better understanding of the theory, it presents a new algorithm for the computation of output nulling and controllability subspaces. This algorithm is based on spectral factorization and, unlike the existing ones (see Wonham 1991), does not need to invert the matrix $A$ of the state dynamics.

The paper is structured as follows: in §2 we give some preliminary results. In §3 we give a representation of controlled invariant subspaces in terms of co-invariant subspaces. We then show how output nulling subspaces are connected to spectral factorization theory for the case of stable spectral factors. In §4 we give a similar two-steps representation for controllability subspaces. In §5 we extend the results to non-stable factors. This approach is mainly due to expository reasons, since the main difficulties are already solved in the stable factors case. In §6 we give a description of the algorithm for the construction of output nulling subspaces.

2. Preliminaries and notation

We work in the Hilbert space setting of the plane; we define (see Hoffman 1962) $L^2[0, \pi]$ to be the set of the vector or matrix valued (the proper dimension will be clear from the context) square integrable functions on the imaginary axis, and $H^2_+$ to be the subspace of $L^2$ of functions analytic in the right half-plane and such that

$$\sup_{x>0} \frac{1}{2\pi} \int_{-\infty}^{\infty} \text{tr}(F(x+i\omega)F(x+i\omega)) \, d\omega < \infty$$

where * denotes transposed conjugate. If $F$ and $G$ are column vectors, the inner product in $H^2_+$ is

$$\langle F, G \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} G^*(i\omega)F(i\omega) \, d\omega$$

Analogously, $H^\infty_+$ is the subspace of $L^2$ of functions analytic in the right half-plane and such that

$$\sup_{\text{Re } s > 0} \|F(s)\| < \infty$$

where $\|F(x+i\omega)\|$ denotes the usual matrix norm. The spaces $H^2_-$ and $H^\infty_-$ are defined similarly on the left half-plane.

Let $F$ be a function of $L^2$; we denote by $P^+F$ ($P^+F$) the orthogonal projection of $L^2$ onto $H^2_+(H^2_-)$.

A function $Q \in H^\infty_+$ is inner if it is square and $Q^*Q = QQ^* = I$. It is well known that a column vector space $M$ in $H^2_+$ is invariant under multiplication by $e^{-i\omega t}$ for $t \geq 0$ if and only if it is of the form $M = QH^2_+$ (Beurling’s Theorem). Similarly, a row space $N$ is invariant if and only if it is of the form $N = H^2_+Q$. We set $H_r(Q) := (QH^2_+)^\perp$ and $H_s(Q) := (H^2_+Q)^\perp$. Clearly we have $P^+e^{i\omega t}H_r(Q) \subset H_r(Q)$, and similarly for $H_s(Q)$. Coinvariant subspaces are defined also in $H^2_-$.

Given an inner function $Q \in H^\infty_+$, we define $H_r(Q^*) = \{Q^*Q^\perp = H^2_- \subset H^2_+Q^*\}$. Similarly, a $p \times m$ function $Q$ is row rigid if $QQ^* = I_m$ (which entails $p \geq m$); it is column rigid if $Q^*Q = I_m$.

Clearly the concepts of inner and outer functions can be defined in a similar manner also in $H^2_-$. So, we will say that an $m \times m$ function $Q^* \in H^\infty_+$ is conjugate inner if $Q$ is inner and that an $m \times m_0$ function $F_- \in H^2_-$ is conjugate outer if it is of full column rank as rational function and rank $F_-(s) = m_0$ for $\text{Re } s < 0$.

A full column-rank $p \times m_0$ rational matrix function $F_- \in H^\infty_-$ is said to be minimum-phase or outer (on the right) if rank $F_-(s) = m_0$ for $\text{Re } s > 0$. It is well known that a $p \times m$ rational function $F$ in $H^\infty_-$ of essential rank $m_0$, it admits an outer-rigid factorization

$$F = F_-Q$$

where $F_-$ is $p \times m_0$ outer and $Q$ is an $m_0 \times m$ row rigid function. This factorization is unique up to a unitary constant matrix.

Similarly, the factorization

$$F = FK$$

of $F$ in $H^2_+$ is a Douglas–Shapiro–Shields (DSS) factorization of $F$ if $F \in H^2_+$, $K$ is inner and the degree of $K$ is as small as possible. Also this factorization is unique up to a unitary constant matrix.

A full column-rank $p \times m_0$ rational matrix function $G_+$ is said to be maximum-phase if its DSS factor $G_+$ is (conjugate) outer in $H^2_-$. Given a $p \times m$ rational function $G$ of essential rank $m_0$ in $H^\infty_-$, it admits a maximum-phase conjugate-rigid factorization

$$G = G_+Q^*$$

where $G_+$ is $p \times m_0$ maximum-phase and $Q$ is an $m \times m_0$ column rigid function. Also this factorization is unique up to a unitary constant matrix.

As already mentioned in the introduction, as $G$ we can take a stable spectral factor $W$ of a spectral density $\Phi$ of dimension $p \times p$ and rank $m_0$. Then $W_-$ is the minimum-phase spectral factor and $W_+$ is the maximum-phase spectral factor of the spectral density $\Phi$; the DSS factors $W_-$ and $W_+$ are the so-called conjugate maximum phase and conjugate outer spectral factors, respectively.
Given two inner functions \( P, Q \), we say that \( PQ \) is a skew-prime factorization (see Khargonekar et al. 1983), if \( PQ = \overline{QP} \), \( P \) and \( \overline{Q} \) are left coprime and \( Q \) and \( \overline{P} \) are right coprime.

From now on we assume all the functions to be rational. The notation
\[
W = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]
indicates that the quadruple \((A, B, C, D)\) is a realization of \( W \). By \( A^\# \) we denote the Moore–Penrose pseudo-inverse of a matrix \( A \).

Note: throughout the paper, when we write `\( P \upharpoonright X \)` is injective`, we mean that the restricted projection operator \((P \upharpoonright X)\) is injective.

2.1. Rigid and inner functions

In this section we give a state space characterization of rigid functions and study their embedding in a square inner function. We begin by giving a state space characterization of rigid functions. This is a generalization of the well known characterization of inner functions (see Genin et al. 1983 or Fuhrmann and Ober 1993).

**Proposition 1:**

1. Let \( \hat{R} \) be a \( p \times m_0 \) proper stable rational matrix function and let
\[
\hat{R} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]
be a not necessarily minimal realization. Then \( \hat{R} \) is column rigid, i.e. \( \hat{R}^* \hat{R} = I \), if and only if
   a) We have
   \[
   D^* D = I
   \]
   b) We can choose
   \[
   B = -YC^*D
   \]
   where \( Y \) is the maximal non-negative definite solution of the homogeneous Riccati equation
   \[
   AY + YA^* + YC^*CY = 0
   \]
2. Let \( \hat{R} \) be a \( m_0 \times p \) proper stable rational matrix function and let
\[
\hat{R} = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]
be a not necessarily minimal realization. Then \( \hat{R} \) is row rigid, i.e. \( \hat{R} \hat{R}^* = I \), if and only if
   a) We have
   \[
   DD^* = I
   \]
   b) We can choose
   \[
   C = -DB^*X
   \]
   where \( X \) is the maximal non-negative definite solution of the homogeneous Riccati equation
   \[
   A^*X +XA +XBB^*X = 0
   \]
**Proof:**

1. From the realization of \( \hat{R} \) we obtain
\[
\hat{R}^* = \begin{pmatrix} -A^* & C^* \\ -B^* & D^* \end{pmatrix}
\]
The equality \( \hat{R}^* \hat{R} = I \) implies
\[
\begin{pmatrix} -A^* & C^* \\ -B^* & D^* \end{pmatrix} \times \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}
\]
\[
\begin{pmatrix} C^* & -A^* \\ -A^* & C^* \end{pmatrix} = \begin{pmatrix} C^* & -A^* \\ -A^* & C^* \end{pmatrix}
\]
Necessarily we must have \( D^* D = I \).

Since \( A \) is stable, there exists a unique non-negative definite solution to Lyapunov equation
\[
A^*Q + QA + C^*C = 0
\]
Applying the similarity transformation
\[
\begin{pmatrix} I & 0 \\ Q & I \end{pmatrix}
\]
we compute
\[
\begin{pmatrix} I & 0 \\ Q & I \end{pmatrix} \begin{pmatrix} A & 0 \\ C^* & -A^* \end{pmatrix} \begin{pmatrix} I & 0 \\ -Q & I \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & -A^* \end{pmatrix}
\]
Also
\[
\begin{pmatrix} I & 0 \\ Q & I \end{pmatrix} \begin{pmatrix} B \\ C^*D \end{pmatrix} = \begin{pmatrix} B \\ C^*D + QB \end{pmatrix}
\]
and
\[
(D^*C & -B^*)\begin{pmatrix} I & 0 \\ -Q & I \end{pmatrix}(D^*C + B^*Q & -B^*)
\]
We have therefore

\[
I = \begin{pmatrix}
A & 0 & B \\
0 & -A^* & C^*D + QB \\
D^*C + B^*Q & -B^* & I
\end{pmatrix}
\]

This implies \(C^*D + QB = 0\) or

\[
Q^#QB = -Q^#C^*D
\]

where \(Q^#\) is the Moore-Penrose pseudoinverse of \(Q\). Multiplying (9) by \(Q^#\) on both sides we get

\[
0 = Q^#A^*Q^# + Q^#QAQ^# + Q^#C^*CQ^#
= Q^#A^* + AQ^# + Q^#C^*CQ^# - Q^#A^*(I - Q^#)
+ (I - Q^#)AQ^#
= Q^#A^* + AQ^# + Q^#C^*CQ^#
\]

since

\[
\text{Im} \ (I - Q^#) \perp \text{Im} \ Q^#
\]

implies

\[
(I - Q^#)AQ^# = 0
\]

and

\[
\ker(I - Q^#) \perp \ker Q^#
\]

entails \(Q^#A^*(I - Q^#) = 0\). We set now \(Y = Q^#\), so \(Y\) is a non-negative definite solution to the the Riccati equation (6). That it is maximal follows from simple rank considerations on the solution to the Lyapunov equation. Finally, since \(B = Y^*YB + (I - Y^*Y)B\), and since it is well known that \(\ker C(sI - A)^{-1} = \ker Y^*YA = \text{Im} \ (I - YY^#)\), we conclude that

\[
C(sI - A)^{-1}(I - YY^#)B = 0
\]

We can therefore always choose \(B\) so that (5) is satisfied.

Conversely, if \(R\) is given by the realization (4), with the extra conditions satisfied, then it is straightforward to check that \(R\) is indeed rigid.

(2) The proof is similar, or can be obtained by duality considerations.

The next proposition studies the embedding of rigid functions in inner ones. This is a special case of Darlington synthesis.

**Proposition 2:**

(1) Let \(\hat{R}\) be a \(p \times m_0\) column rigid function, that is \(R^*R = I\). Then there exists a \(p \times (p - m_0)\) column rigid function \(\hat{R}\) such that

(a) \(R = (\hat{R} \hat{R})\) is inner.

(b) We have the equality of McMillan degrees

\[
\delta(R) = \delta(\hat{R})
\]

(10)

\(R\) is uniquely determined up to a right constant unitary factor.

(2) Let \(\hat{R}\) be a \(m_0 \times p\) row rigid function, that is \(\hat{R}\hat{R}^* = I\). Then there exists a \((p - m_0) \times p\) row rigid function \(\hat{R}\) such that

(a) \(R = \begin{pmatrix} \hat{R} \\ \hat{R} \end{pmatrix}\) is inner.

(b) We have the equality of McMillan degrees

\[
\delta(R) = \delta(\hat{R})
\]

(11)

\(\hat{R}\) is uniquely determined up to a left constant unitary factor.

**Proof:**

(1) Choose any \(D'\) such that \((D \ D')\) is unitary. Such a \(D'\) is unique up to a right unitary factor of size \(p \times (p - m_0)\). Set

\[
R = \begin{pmatrix} A & B \\ C & D & D' \end{pmatrix}
\]

For \(R\) to be inner it is necessary and sufficient that

\[
(B \ B') = -YC^*(D \ D')
\]

where \(Y\) is the non-negative definite solution of the Riccati equation (6). So we make the choice

\[
B' = -YC^*D'
\]

and we get an inner embedding. It is obvious that \(\delta(R) = \delta(\hat{R})\).

(2) The proof is similar or can be obtained from the first part by duality considerations.

We will refer to the extensions obtained in the previous proposition as **minimal inner embeddings**.

2.2. **Rectangular spectral factors**

Let \(W\) be a \(p \times m\) stable rational function. Then, from the factorization (1), (2) and (3) we know that there exist functions \(W_-\), \(W_+\), \(\hat{W}_-\), \(\hat{W}_+\) (we will call them **extremal spectral factors**) which are, respectively outer, maximum-phase, conjugate maximum-phase and conjugate outer, and rigid functions \(\hat{Q}'\), \(\hat{Q}''\), \(\hat{Q}'\), \(\hat{Q}''\) such that

\[
W = W_-\hat{Q}' = W_+(\hat{Q}'\hat{Q}''\hat{Q}') = W_-\hat{Q}'\hat{Q}_K = W_+(\hat{Q}')\hat{Q}_K
\]
Proposition 3: Let $W$ be a stable rational $p \times m$ spectral factor and let $W^e_-, W^e_+, W^c_-, W^c_+$. 

1. There exist essentially unique inner functions $Q', Q''$, of minimal McMillan degree, for which

$$W^e_+ = W^c_+ Q'$$
$$W^c_+ = W^e_+ Q''$$

2. Let $W^c_-$ and $W^c_+$ be the extended antistable spectral factors. Given any minimal antistable spectral factor $\tilde{W}$, there exist essentially unique inner functions $\tilde{Q}'$, $\tilde{Q}''$ for which

$$\tilde{W} = W^c_+ \tilde{Q}'$$
$$\tilde{W}^c_+ = W^c_+ \tilde{Q}''$$

3. (DSS factorization) Let $W_+, W_-, \tilde{W}^c_-$ and $\tilde{W}^c_+$ be the extended extremal spectral factors and let $W$ be any stable factor. Then there exist essentially unique inner functions $K^e_-, K^e_+$ and $K$ such that

$$W^c_e = W^e_+ K^e_-$$
$$W^e_+ = W^c_+ K^e_+$$
$$W = W K$$

where $W$ is the antistable DSS factor of $W$.

4. With the above notation, we have the equalities

$$K^e_+ Q^e_+ = K^e_+ Q' Q'' = Q' K Q'' = Q' \tilde{Q}'' K^e_+ = Q_+ K^e_+ K^e_- = Q''$$

$$Q^e_+ (K^e_-) = Q^e_+ \tilde{Q}' (K^e_-) = Q^e_+ \tilde{Q}' K^e_- \tilde{Q}'' = Q_+ K^e_- \tilde{Q}''$$

In other words, figure 2 is commutative.

5. There exists an $(m - m_0) \times (m - m_0)$ inner function $R$ for which the following relations hold
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\[ Q'Q'' = \begin{bmatrix} Q_+ & 0 \\ 0 & R \end{bmatrix} \]
\[ \bar{Q}'\bar{Q}'' = \begin{bmatrix} Q_- & 0 \\ 0 & R \end{bmatrix} \]

For the proof see Fuhrmann and Gombani (1998). A complete characterization of all such factorizations is available in terms of non-negative definite solutions of a homogeneous Riccati equation or in terms of invariant subspaces of a linear transformation. For more on this, see Willems (1971), Finesso and Picci (1982), Picci and Pinzoni (1994) and Fuhrmann (1995).

It is clear that stable, internal spectral factors are in a bijective correspondence with the set of all left inner factors of \( Q' \).

2.3. Lyapunov equation and Hardy space metrics

As we said in the introduction, the aim of this work is to provide a connection between co-invariant and controlled invariant subspaces by means of state space formulas. Since in the Hardy space setting we have natural notions of orthogonality, and we freely use orthogonal projections, we need a mechanism that allows the same operations to be done in the state space context. In particular, we need to find a metric in the state space that is equivalent to the \( H_2^+ \) metric, when restricted to an invariant subspace. The key to this is provided by the solution of a Lyapunov equation associated with a realization. We begin with the following lemma which characterizes the solution of a Lyapunov equation as a Gram matrix.

**Proposition 4:**

1. Let \((A, C)\) be an observable pair, with \(A\) stable. Let \(Q = (q_{ij})\) be the unique, positive definite, solution of the Lyapunov equation

\[
A^*Q + QA + C^*C = 0
\]

Let \(e_1, \ldots, e_n\) be the standard column unit vectors and set

\[
v_i = C(sI - A)^{-1}e_i
\]

Then we have

\[
q_{ij} = (v_j, v_i)_{H_2^+}
\]

2. Let \((A, B)\) be a reachable pair, with \(A\) stable. Let \(P = (p_{ij})\) be the unique, positive definite, solution of the Lyapunov equation

\[
AP + PA^* + BB^* = 0
\]

Let \(e_1, \ldots, e_n\) be the standard row unit vectors and set

\[
v_i = e_i(sI - A)^{-1}B
\]

Then we have

\[
p_{ij} = (v_i, v_j)_{H_2^+}
\]

**Proof:**

1. The solution of the Lyapunov equation (14) is known to be given by

\[
Q = \int_{\mathbb{R}} e^{sI} C^* C e^{sI} ds
\]

and hence

\[
q_{ij} = \int_{\mathbb{R}} e^{sI} C^* C e^{sI} e_j ds = (\bar{v}_j, v_i)_{L^2(0, \infty)}
\]

where \(\bar{v}_i = C e^{sI} e_j \in L^2(0, \infty)\). Since the Fourier–Plancherel transform maps, unitarily, \(L^2(0, \infty)\) onto \(H_2^+\), and maps \(C e^{sI} e_j\) to \(C(sI - A)^{-1}e_j\), we get (15).

2. The proof is similar.

We now need a well known result (see Fuhrmann and Ober 1993, Fuhrmann 1995) about state space formulas for the Douglas–Shapiro–Shields factorization of a rational stable function.

**Lemma 1:** Let

\[
W = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

be a minimal realization of \( W \in H_\infty^+ \) and let \( W = WK \) be the right coprime DSS factorization of \( W \) over \( H_\infty^+ \). Then

\[
K = \begin{pmatrix} A \\ -B^* P^{-1} \end{pmatrix}
\]

where \(P\) satisfies the Lyapunov equation \(AP + PA^* + BB^* = 0\) and

\[
W = \begin{pmatrix} -A^* & P^{-1} B \\ DB^* + CP & D \end{pmatrix}
\]

Conversely, let

\[
W = \begin{pmatrix} A \& B \\ C \& D \end{pmatrix}
\]

be a minimal realization of \( W \). Then \( W \) has minimal realization
\[ W = \left( \begin{array}{c|c}
-A^* & P^{-1}B \\
\hline
BB^* + CP & D
\end{array} \right) \]

where \( \bar{P} \) satisfies the Lyapunov equation
\[ \bar{A}P + \bar{P}A^* - BB^* = 0. \]

**Proof:** The computations are similar to those of Proposition 1. It is well known that the degree of \( K \) is equal to the degree of the stable part of \( W \), which coincides with the degree of \( W \), since \( W \) is stable. We show that with the above definition of \( K, WK^* \) is in \( H^\infty \). In fact, from the realization of \( K \) we obtain

\[ K^* = \left( \begin{array}{c|c}
-A^* & P^{-1}B \\
\hline
B^* & I
\end{array} \right) \]

Then we have

\[ WK^* = \left( \begin{array}{c|c}
A & B \\
\hline
C & D
\end{array} \right) \times \left( \begin{array}{c|c}
-A^* & P^{-1}B \\
\hline
B^* & I
\end{array} \right) \]

\[ = \left( \begin{array}{c|c}
-A^* & 0 \\
\hline
BB^* & A
\end{array} \right) \left( \begin{array}{c|c}
P^{-1}B & D
\hline
B & D
\end{array} \right) \]

Applying the similarity transformation

\[ \left( \begin{array}{c|c}
I & 0 \\
\hline
-P & I
\end{array} \right) \]

we compute

\[ \left( \begin{array}{c|c}
I & 0 \\
\hline
-P & I
\end{array} \right) \left( \begin{array}{c|c}
-A^* & 0 \\
\hline
BB^* & A
\end{array} \right) \left( \begin{array}{c|c}
I & 0 \\
\hline
P & I
\end{array} \right) \]

\[ = \left( \begin{array}{c|c}
-A^* & 0 \\
\hline
AP + PA^* + BB^* & A
\end{array} \right) \left( \begin{array}{c|c}
0 & 0 \\
\hline
0 & A
\end{array} \right) \]

Also

\[ \left( \begin{array}{c|c}
I & 0 \\
\hline
-P & I
\end{array} \right) \left( \begin{array}{c|c}
P^{-1}B & D
\hline
B & D
\end{array} \right) = \left( \begin{array}{c|c}
P^{-1}B & 0 \\
\hline
0 & D
\end{array} \right) \]

and

\[ (DB^* \ C) \left( \begin{array}{c|c}
I & 0 \\
\hline
P & I
\end{array} \right) = (DB^* + CP \ C) \]

We have therefore

\[ \bar{W} = WK^* = \left( \begin{array}{c|c}
-A^* & 0 \\
\hline
0 & A
\end{array} \right) \left( \begin{array}{c|c}
P^{-1}B & 0 \\
\hline
DB^* + CP & D
\end{array} \right) \]

\[ = \left( \begin{array}{c|c}
-A^* & P^{-1}B \\
\hline
DB^* + CP & D
\end{array} \right) \]

i.e. \( \bar{W} \in H^\infty \) and has the representation we wanted. Since the degree is minimal, it is a right coprime DSS factorization. As for the expression of \( W \) in terms of a realization of \( \bar{W} \), it follows from a dual argument. \( \square \)

The next proposition gives a state space representation of finite dimensional, backward invariant subspaces. This is an analogue of a polynomial result of Hautus and Heymann (1979) and Wimmer 1979.

**Lemma 2:** Let \( S \) be a \( m \times m \) rational matrix inner function and let

\[ S = \left( \begin{array}{c|c}
A & B \\
\hline
C & D
\end{array} \right) \]

be a non-necessarily minimal realization of dimension \( n \). Then

1. A representation of \( H_+(S) \) is given by

\[ H_+(S) = \{ \xi(sI - A)^{-1}B | \xi \in \mathbb{C}^n \} \]

2. A representation of \( H_-(S) \) is given by

\[ H_-(S) = \{ C(sI - A)^{-1}B | \xi \in \mathbb{C}^n \} \]

**Proof:** We give a proof for (1). The proof for (2) follows by duality.

Suppose first the realization of \( S \) is minimal. Let then \( g \in H^\infty_+ \) and let \( \Xi := [\xi_1, \xi_2, \ldots, \xi_n] \) where \( \{\xi_i : i = 1, \ldots, n\} \) is a basis in \( \mathbb{C}^n \). Set \( X = \Xi^*(sI - A)^{-1}B \). Then the inner product of the \( X \) and \( gS \) is

\[ \langle X, gS \rangle = \int_I \Xi^*(sI - A)^{-1}BS(s)g^*(s) \, ds \]

Applying Lemma 1 to

\[ X = \left( \begin{array}{c|c}
A & B \\
\hline
\Xi & 0
\end{array} \right) \quad \text{and} \quad S = \left( \begin{array}{c|c}
A & B \\
\hline
-B^*P & I
\end{array} \right) \]

we obtain

\[ \langle X, gS \rangle = \int_I \Xi^*P(sI + A^*)^{-1}P^{-1}Bg^*(s) \, ds = 0 \]

since the function is analytic in the negative half-plane \( \mathbb{C}^- \) and is the product of two strictly proper functions. Conversely, if \( g \in H^\infty_+ \) and \( \langle \xi^*(sI - A)^{-1}B, g \rangle = 0 \) for all \( \xi \in \mathbb{C}^n \), then \( \xi^*(sI - A)^{-1}Bg^* \) is analytic in \( \mathbb{C}^- \) or, equivalently, \( g^* \) is divisible by the DSS factor of \((sI - A)^{-1}B\) over \( H^\infty_+ \). But this factor is precisely \( S^* \), and therefore the conclusion under the restrictive assumption.

Suppose now that the realization of \( S \) is not minimal, and let \( T \) be an invertible transformation such that
\[ TAT^{-1} = \begin{pmatrix} \hat{A} & Z \\ 0 & \hat{A} \end{pmatrix} \quad \text{and} \quad TB = \begin{pmatrix} \hat{B} \\ 0 \end{pmatrix} \]

with \((\hat{A}, \hat{B})\) controllable. Then clearly
\[
\{\xi^*(sI - \hat{A})^{-1} \hat{B}; \ \xi \in \mathbb{C}^n\} = \{\xi^* T^{-1} (sI - \hat{A})^{-1} \hat{B}; \ \xi \in \mathbb{C}^n\} = \{\xi'^* (sI - \hat{A})^{-1} \hat{B}; \ \xi' \in \mathbb{C}^n\}
\]

and
\[
S = \begin{pmatrix} \hat{A} & \hat{B} \\ -\hat{B}\star \hat{P}^{-1} & D \end{pmatrix}
\]
is obviously a minimal realization, so that we fall in the previous case. \(\square\)

We prove now a slight extension of a result in Fuhrmann and Gombani (2000). Here we remove the coprimeness restriction. Given two \(m \times m\) inner functions \(S_1\) and \(S_2\), we let \(S\) be a common left inner multiple. Thus we have \(S = S_2 S_1 = S_3 S_2\). The inner function \(S\) is only defined up to a left inner factor. Now the coinvariant subspace \(H_r(S)\) has two natural, orthogonal direct sum representations, namely
\[
H_r(S) = H_r(S_2 S_1) = H_r(S_2) S_1 \oplus H_r(S_1)
= H_r(S_3 S_2) = H_r(S_3) S_2 \oplus H_r(S_2)
\]
This means that computing orthogonal projections, like \(P_{H_r(S_2)}|H_r(S_1)\) or \(P_{H_r(S_1)}|H_r(S_1)\), can be done in the state space \(H_r(S_2 S_1)\).

**Lemma 3:** Let
\[
S_i = \begin{pmatrix} A_i & B_i \\ C_i & I \end{pmatrix} \quad i = 1, 2
\]
be minimal realizations of two inner functions, and let
\[
A_e := \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}, \quad B_e := \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}, \quad C_e := (C_1 \ C_2)
\]
\(\text{(1)}\) Let \(S_L\) be a common left multiple of \(S_1\) and \(S_2\), and let \(S_1 := S_1 S_2^*\). Then
\[
P_{H_r(S_2)}(sI - A_1)^{-1} B_1 = (sI - A_1)^{-1} \hat{B}_1 S_2(s) \quad (21)
\]
and
\[
P_{H_r(S_2)}(sI - A_1)^{-1} B_1 = P_{12} P_{22}^{-1} (sI - A_2)^{-1} B_2 \quad (22)
\]
where \(\hat{B}_1 := B_1 - P_{12} P_{22}^{-1} B_2\) and
\[
P_e = \begin{pmatrix} P_{11} & P_{12} \\ P_{12} & P_{22} \end{pmatrix}
\]
is the solution to the Lyapunov equation
\[
A_e P_e + P_e A_e^* + B_e B_e^* = 0 \quad (23)
\]
If \(S_L\) is the least common left multiple of \(S_1\) and \(S_2\) then
\[
S_1(s) = I - \hat{B}_1^* P_{11}(s I - A_1)^{-1} B_1 \quad (24)
\]
where
\[
P_{11} = P_{11} - P_{12} P_{22}^{-1} P_{12}^*
\]
\(\text{(2)}\) Define now \(S_R\) to be a common right multiple of \(S_1\) and \(S_2\), and let \(S_2 := S_1^* S_R\). Then
\[
P_{S_1 H_r(S_1)} C_2 (sI - A_2)^{-1} = S_1(s) \hat{C}_2 (sI - A_2)^{-1} \quad (25)
\]
and
\[
P_{H_r(S_1)} C_2 (sI - A_2)^{-1} = C_1 (sI - A_1)^{-1} Q_{11}^{-1} Q_{12}^{-1} \quad (26)
\]
where \(\hat{C}_2 := C_2 - C_1 Q_{11}^{-1} Q_{12}\) and
\[
Q_e = \begin{pmatrix} Q_{11} & Q_{12} \\ Q_{12} & Q_{22} \end{pmatrix}
\]
is the solution to the Lyapunov equation
\[
A_e^* Q_e + Q_e A_e + C_e^* C_e = 0
\]
If \(S_R\) is the least common right multiple of \(S_1\) and \(S_2\) then
\[
S_2(s) = I - C_e^* (sI - A_2)^{-1} \hat{Q}_e C_2 \quad (27)
\]
where
\[
\hat{Q}_e = Q_{22} - Q_{12}^* Q_{11}^{-1} Q_{12}
\]
**Proof:** We only prove (1), since the proof of (2) is similar and can be obtained by duality considerations. First, suppose \(S_L = S_1 S_2^*\), where \(S_2^*\) is the least left common multiple of \(S_1\) and \(S_2\); then \(H_r(S_1) \cap H_r(S_2) = H_r(S_L)\) (see Fuhrmann 1981b), and from the factorization \(S_L = S_1 (S_2 S_2^*) S_2\), we get \(S_1 = S_1 S_2^* = S_1 (S_L S_2^*) S_2\) which yields the decomposition
\[
H_r(S_1) S_2 = H_r(S_L^* S_2 S_2^* \oplus H_r(S_L) S_L
\]
and thus
\[
P_{H_r(S_1)}|H_r(S_1) = P_{H_r(S_L^* S_2 S_2^*)} H_r(S_1)
\]
\[
= P_{H_r(S_L^* S_2 S_2^*)}|H_r(S_1)
\]
since \(S_1\) divides \(S_L\). So, we can assume that \(S_L\) is the least left common multiple of \(S_1\) and \(S_2\), i.e. \(H_r(S_L) = H_r(S_1) \cap H_r(S_2)\).

In view of Lemma 2, \(H_r(S_L)\) is spanned by the rows of \((sI - A_e)^{-1} B_e\). Observe that the diagonal blocks of equation (23) are \(A_i P_{ii} + P_{ii} A_i^* + B_i B_i^* = 0\), for \(i = 1, 2\), and therefore \(C_i = -B_i^* P_{ii}\), since the realizations of the \(S_i\) are minimal. Applying to the extended state space \(H_r(S_L)\) the similarity transformation
we see that it block diagonalizes \( P_e \), in fact, with
\[
\hat{B}_1 = B_1 - P_{12}P_{22}^{-1}B_2,
\]
we have
\[
\hat{P} := TP_eT^* = \begin{pmatrix} P_{11} - P_{12}P_{22}^{-1}P_{12}^* & 0 \\ 0 & P_{22} \end{pmatrix}
\]
and hence also the following partial fraction decomposition
\[
P_{12}P_{22}^{-1}A_2 + A_1P_{12}P_{22}^{-1} = \hat{B}_1C_2
\]
(28)
In fact, the upper right corner of \( \hat{A}P + \hat{P}\hat{A}^* + \hat{B}\hat{B}^* = 0 \) yields
\[
(-P_{12}P_{22}^{-1}A_2 + A_1P_{12}P_{22}^{-1})P_{22} = -\hat{B}_1B_2^* = \hat{B}_1C_2P_{22}
\]
since \( C_2 = -B_2^*P_{22}^{-1} \). As the realization of \( S_2 \) is minimal, \( P_{22} \) is invertible and (28) is proved. From (28) we get
\[
P_{12}P_{22}^{-1}(sI - A_2) - (sI - A_1)P_{12}P_{22}^{-1} = \hat{B}_1C_2
\]
and hence also the following partial fraction decomposition
\[
(sI - A_1)^{-1}P_{12}P_{22}^{-1} - P_{12}P_{22}^{-1}(sI - A_2)^{-1} = (sI - A_1)^{-1}\hat{B}_1C_2(sI - A_2)^{-1}
\]
We compute now
\[
(sI - A_1)^{-1}B_1 = (I \ 0)(sI - A_e)^{-1}B_e = (I \ 0) \begin{pmatrix} I & P_{12}P_{22}^{-1} \\ 0 & I \end{pmatrix} (sI - \hat{A})^{-1}\hat{B} = (I \ P_{12}P_{22}^{-1}) \begin{pmatrix} (sI - A_1)^{-1} \ (sI - A_1)^{-1}\hat{B}_1C_2(sI - A_2)^{-1} \\ 0 \ (sI - A_2)^{-1} \end{pmatrix} \begin{pmatrix} \hat{B}_1 \\ B_2 \end{pmatrix} = (sI - A_1)^{-1}\hat{B}_1 + (sI - A_1)^{-1}\hat{B}_1C_2(sI - A_2)^{-1}B_2 + P_{12}P_{22}^{-1}(sI - A_2)^{-1}B_2 = (sI - A_1)^{-1}\hat{B}_1S_2(s) + P_{12}P_{22}^{-1}(sI - A_2)^{-1}B_2
\]
Since
\[
e_i(sI - A_2)^{-1}B_e \in H_r(S_2)
\]
we get (21) and (22), as wanted.

If \( S_L \) is the least common left multiple of \( S_1 \) and \( S_2 \), the rows of \( (sI - A)^{-1}\hat{B}_1S_1 \) span \( H(S_1)S_2 \), and thus \( \hat{S}_1 = I - \hat{B}_1^*P_{12}^{-1}(sI - A)^{-1}\hat{B}_1 \) where \( \hat{P}_{12} = P_{12} - P_{12}P_{22}^{-1}P_{12} \), in view of Proposition 1 and Lemma 2, and this completes the proof. \( \square \)

3. Geometric control

In this section we derive the connection between coinvariant subspaces in \( H_+^2 \) and special classes of controlled invariant subspaces in \( \mathbb{C}^n \) (Theorem 1). It is then shown how output nulling subspaces relate to spectral factorizations (Theorem 2).

We recall a few definitions from geometric control theory (see Wonham 1979). A subspace \( \mathcal{V} \subset \mathbb{C}^n \) is said to be a controlled invariant subspace if there exists a feedback matrix \( F \) such that \( (A + BF)\mathcal{V} \subset \mathcal{V} \). Any such feedback matrix \( F \) is called a friend of \( \mathcal{V} \). We say that the controlled invariant subspace \( \mathcal{V} \) is inner antistabilizable if there exists a feedback matrix \( F \) that is a friend of \( \mathcal{V} \) such that \( (A + BF)\mathcal{V} \) is antistable. Similarly we say that \( \mathcal{V} \) is inner stabilizable if there exists a feedback \( F \) that is a friend of \( \mathcal{V} \) such that \( (A + BF)\mathcal{V} \) is stable. A subspace \( \mathcal{V} \) is output nulling if \( (A + BF)\mathcal{V} \subset \mathcal{V} \subset Ker(C + DF) \) for some feedback matrix \( F \).

Note that, given a realization of a rational matrix function, for inner (anti)stabilizability we only use the pole information, whereas for the definition of output nulling, we use the full state space information.

Let \( X \subset \mathbb{C}^n \). By the \( \langle A|X \rangle \) we denote the subspace span \( \{AX; \ 0 \leq k\} \).

We want, as a first step, to provide a Hilbert space characterization of inner stabilizable and antistabilizable subspaces. In order to do that, we need to translate vectors of \( \mathbb{C}^n \) into object of \( H_+^2 \). Such an approach is based on the shift and translation realization theory, using co-invariant subspaces of Hardy spaces as developed in Fuhrmann (1981b). To explain this, assume we have a stable reachable pair \( (A,B) \) in \( \mathbb{C}^n \). We consider the coprime factorization
\[
(sI - A)^{-1}B = H(s)D(s)^{-1}
\]
Necessarily, the polynomial matrix \( D(s) \) is stable. Moreover, the rows of \( H(s) \) are a basis for the row polynomial model \( X_p^r \). Equivalently, the rows of \( H(s)D(s)^{-1} = (sI - A)^{-1}B \) are a basis for the row rational model \( X_p^r \). Rewriting the coprime factorization in the form \( B \hat{D}(s)^{-1} = (sI - A)^{-1}B \), we have a natural isomorphic map from \( \mathbb{C}_p^r \), i.e. the space \( \mathbb{C}^n \) considered as a row space, onto \( X_p^r \) given by \( \xi \mapsto (sI - A)^{-1}B \). Now the
row rational model $X^D_r$ is, because of the stability of $D(s)$, actually a co-invariant subspace. In fact, if $\bar{D}$ is the antistable solution of the polynomial spectral factorization problem

$$D^*(s)\bar{D}(s) = D^*(s)D(s)$$  \hspace{1cm} (30)$$

Here $D^*(s) = D(-s)^*$, so $K(s) = \bar{D}(s)D(s)^{-1}$ is an inner function that satisfies $H_r(K) = X^D_r$ (see Fuhrmann 1981b). This provides the connection to Hardy spaces. In the state space $H_r(K)$ we define a pair $(A_K, B_K)$ by

$$\begin{align*}
(A_K f)(s) &= -sf(s) + \lim_{s \to -\infty} sf(s) \cdot K(s) \\
B_K &= \xi^*(I - K(s))
\end{align*}$$  \hspace{1cm} (31)$$

Since our starting point is the pair $(A, B)$ in $C^n$, we need an appropriate map from $C^n$ to $H_r(K)$. Since we map a column vector into a row vector function, such a map involves a conjugation and as a result it will be an antilinear map. Our choice is the following one. Let

$$K = \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix}$$

be a minimal realization of a given inner function $K$, with $P$ the positive definite solution of the Lyapunov equation

$$AP + PA^* + BB^* = 0$$  \hspace{1cm} (32)$$

We define the map

$$I_{A,B} : C^n \rightarrow H_r(K)$$

$$I_{A,B} \xi = \xi^*P^{-1}(sI - A)^{-1}B$$  \hspace{1cm} (33)$$

For any subspace $\mathcal{V}$ in $C^n$, we can then define its image in $H_r^2$ as the subspace

$$X_{\mathcal{V}} := I_{A,B} \mathcal{V}$$

Our next step is to relate the pair $(A, B)$ to the pair $(A_K, B_K)$.

**Proposition 5:** Let $(A, B)$ be a stable, controllable pair in $C^n$. Let

$$K = \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix}$$

where $P$ is the unique, positive definite solution of the Lyapunov equation (32). Let $(A_K, B_K)$ be defined by (31). The

(1) The map $I_{A,B} : C^n \rightarrow H_r(K)$ is an antilinear isomorphism.

(2) Figure 3 is commutative.

(3) The image, under $I_{A,B}$, of an inner (anti)stabilizable subspace for $(A, B)$ is an inner (anti)stabilizable subspace for $(A_K, B_K)$.

**Proof:**

(1) Clearly, $I_{A,B}$ is by definition an antilinear map. That it is an isomorphism follows from the representation (19).

(2) Let $\eta \in C^n$, then $B\eta \in C^n$. We compute

$$I_{A,B}B\eta = \eta^*B^*P^{-1}(sI - A)^{-1}B$$

$$= \eta^*(I - K(s))B_K\eta$$

The Lyapunov equation (32) can be rewritten as

$$P^{-1}A + A^*P^{-1} + P^{-1}BB^*P^{-1} = 0.$$  \hspace{1cm} (34)$$

Hence

$$P^{-1}(A + BB^*P^{-1}) = -A^*P^{-1}$$

With this, letting $f = \xi^*P^{-1}(sI - A)^{-1}B$, we can compute

$$A_K I_{A,B} \xi = (A_K f)(s) = A_K(\xi^*P^{-1}(sI - A)^{-1}B)$$

$$= -sf(s) + \lim_{s \to -\infty} sf(s) \cdot K(s)$$

$$= -\xi^*P^{-1}s(I - A)^{-1}B$$

$$+ [\xi^*\lim_{s \to -\infty}s(I + A^*)^{-1}P^{-1}B]K(s)$$

(Lemma 1)

$$= -\xi^*P^{-1}s(I - A)^{-1}B$$

$$+ \xi^*P^{-1}B[I - B^*P^{-1}(sI - A)^{-1}B]$$

$$= \xi^*P^{-1}[sI + (sI - A) - BB^*P^{-1}(sI - A)^{-1}B]$$

$$= \xi^*P^{-1}[sI - A - BB^*P^{-1}(sI - A)^{-1}B]$$

$$= \xi^*A^*P^{-1}(sI - A)^{-1}B$$

$$= I_{A,B}(A\xi)$$
(3) Clearly, even though the map \( I_{A,B} \) is antilinear, the property of controlled invariance is preserved under it. So it remains to show that if \( \mathcal{V} \) is an inner (anti)stabilizable subspace with respect to \( A, B \), so is \( I_{A,B} \mathcal{V} \) with respect to \( A_K, B_K \). To see this, let \( L : \mathbb{C}^m \to \mathbb{C}^m \) be a friend of \( \mathcal{V} \). Using previous computations, we have, for \( \xi \in \mathcal{V} \)

\[
I_{A,B}(A + BL)\xi = (A_K + B_K L) I_{A,B} \xi
\]

i.e. \( I_{A,B}(A + BL) \mathcal{V} = (A_K + B_K L) I_{A,B} \mathcal{V} \).

Since \( I_{A,B} \xi = \lambda I_{A,B} \xi \), we have

\[
\lambda \in \sigma(A + BL) \Rightarrow \lambda \in \sigma(A_K + B_K L) I_{A,B} \mathcal{V}
\]

Now that we have the proper tools, we can start relating controlled invariant subspaces to co-invariant subspaces of \( H^2 \). The rest of the section is devoted to the proof of three results: in Theorem 1 we establish a correspondence between a general controlled invariant subspace for a given pair \((A, B)\) and a co-invariant subspace in \( H^2 \). In Lemma 4 and Theorem 2 we characterize, for a given stable function \( W = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \)

the stabilizable output nulling and supremal output nulling subspaces in the Hardy space setting.

**Theorem 1:** Let \((A, B)\) be a stable, controllable pair, and \( \mathcal{V} \) a controlled invariant subspace of \( \mathbb{C}^m \). Let \( P \) be the unique, solution to the Lyapunov equation

\[
AP + PA^* + BB^* = 0
\]

Set

\[
K = \begin{pmatrix} A & B \\ -B^* P^{-1} & I \end{pmatrix}
\]

to be the inner matrix associated to \((A, B)\).

(1) The subspace \( \mathcal{V}_+ \subset \mathbb{C}^n \) is an inner antistabilizable subspace if and only if there exists an inner function \( Q' \) such that

\[
X_{\mathcal{V}_+} := I_{A,B} \mathcal{V}_+ = P_{H,(K)} H_r(Q')
\]

If

\[
Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ -B_{Q'}^* P_{Q'}^{-1} & I \end{pmatrix}
\]

and \( P_{Q'} \) is the unique solution of the Lyapunov equation

\[
A_{Q'} P_{Q'} + P_{Q'} A_{Q'}^* + B_{Q'} B_{Q'}^* = 0
\]

then

\[
\mathcal{V}_+ = \text{Im} \; P_{KQ'}
\]

where \( P_{KQ'} \) is the unique solution of the equation

\[
AP_{KQ'} + P_{KQ'} A_{Q'}^* + B_{Q'} B_{Q'}^* = 0
\]

(2) A subspace \( \mathcal{V}_+ \subset H_r(K) \) is an inner antistabilizable subspace, for the pair \((A_K, C_K)\) defined in (31), if and only if there exists an inner function \( Q' \) such that \( \mathcal{V}_+ = P_{H_r(K)} H_r(Q') \).

(3) The subspace \( \mathcal{V}_- \subset \mathbb{C}^n \) is an inner stabilizable subspace if and only if there exists an inner function \( Q'' \) such that

\[
X_{\mathcal{V}_-} := I_{A,B} \mathcal{V}_- = P_{H,(K)} H_r(Q'') K
\]

If

\[
Q'' = \left( \begin{array}{c|c}
A_{Q''} & B_{Q''} \\
\hline \\
-B_{Q''}^* P_{Q''}^{-1} & I
\end{array} \right)
\]

then

\[
\mathcal{V}_- = \text{Im} \; PQ_{KQ''}
\]

where \( Q_{KQ''} \) is the solution to

\[
A_{Q''}^* Q_{KQ''} + Q_{KQ''} A_{Q''} + P^{-1} B_{Q''} B_{Q''}^* P_{Q''}^{-1} = 0
\]

**Proof:**

(1) We first show that if \( X_{\mathcal{V}_+} = P_{H,(K)} H_r(Q') \), then \( \mathcal{V}_+ = I_{A,B} X_{\mathcal{V}_+} \) is inner antistabilizable. Let

\[
P_{Q'} = \begin{pmatrix} A_{Q'} & P_{Q'} K \\ P_{KQ'} & P \end{pmatrix}
\]

be the solution to the Lyapunov equation

\[
A_{Q'} P_{Q'} + P_{Q'} A_{Q'}^* + B_{Q'} B_{Q'}^* = 0
\]

We divide the proof into several steps.

(a) We claim that \( \mathcal{V}_+ := \text{Im} \; P_{Q''} Q' = \text{Im} \; P_{KQ'} \). In fact, in view of Lemma 3, we can write

\[
Y_+ = \text{Im} \; P_{KQ'}
\]
\( V_+ = I_{A,B} P_{H,(K)} H_r(Q') \)

\[
= I_{A,B} P_{H,(K)} \{ \xi^* (sI - A_{Q'})^{-1} B_{Q'} | \xi \in \mathbb{C}' \} \quad \text{Lemma 2}
\]

\[
= I_{A,B} \{ \xi^* P_{Q,K}^{-1} (sI - A)^{-1} B | \xi \in \mathbb{C}' \} \quad \text{Lemma 3}
\]

\[
= \{ P_{Q,K}^* \xi | \xi \in \mathbb{C}' \} = \text{Im} P_{Q,K}^*
\]

(b) Define \( A_1 := P_{Q,K}^* A_{Q'} P_{Q,K} \), where \( P_{Q,K}^* \) is the Moore-Penrose pseudoinverse of \( P_{Q,K} \).

Then

\[
A_1^* V_+ = P_{Q,K}^* A_{Q'}^* (P_{Q,K}^* P_{Q,K}^*)^* \text{Im} P_{Q,K}^* \subset \text{Im} P_{Q,K}^* = V_+
\]

and thus \( V_+ \) is invariant for \( A_1^* \).

(c) We have

\[
A_1^* |_{V_+} = -(A + BB_{Q'}^* P_{Q,K}^* ) |_{V_+}
\]

In fact, the element in the lower left corner of (39) yields

\[
AP_{KQ'} + P_{KQ'} A_{Q'}^* + BB_{Q'}^* = 0
\]

or

\[
AP_{KQ'} P_{Q,K}^* + P_{KQ'} A_{Q'}^* P_{Q,K}^* + BB_{Q'}^* P_{Q,K}^* = 0
\]

Thus, since the restriction of \( P_{KQ'} P_{Q,K}^* \) to \( V_+ \) is the identity, we can write

\[
P_{KQ'} A_{Q'}^* P_{Q,K}^* |_{V_+} = -(A + B B_{Q'}^* P_{Q,K}^*) |_{V_+}
\]

that is, \( V_+ \) is controlled invariant.

(d) Finally, if \( \lambda \) is an eigenvalue of \( P_{KQ'} A_{Q'}^* P_{Q,K}^* \) with an eigenvector \( \xi \) then it is also an eigenvalue of \( A_{Q'}^* \) with an eigenvector \( P_{Q,K}^* \xi \).

Thus, as \( A_{Q'}^* \) is stable, this shows that \( (A + BB_{Q'}^* P_{Q,K}^*) |_{V_+} \) is antistable.

Conversely, assume now that \( V_+ \) is an inner anti-stabilizable subspace. Then there exists a feedback matrix \( F \) such that \( (A + BF) V_+ \subset V_+ \) and \( (A + BF)|_{V_+} \) is antistable. Let \( P_{KQ'} \) be any full column-rank matrix having image \( V_+ \). Since \( P_{KQ'} P_{Q,K}^* \) is a projection onto \( V_+ \),

\[
(A + BF) |_{V_+} = P_{KQ'} P_{Q,K}^* (A + BF) P_{KQ'} P_{Q,K}^*
\]

Therefore we can define

\[
A_{Q'}^* := -P_{KQ'} (A + BF) P_{KQ'}
\]

and

\[
B_{Q'} = P_{KQ'} F^*
\]

A simple computation yields

\[
AP_{KQ'} + P_{KQ'} A_{Q'}^* + BB_{Q'}^* = 0
\]

We claim that \( (A_{Q'}, B_{Q'}) \) is controllable. In fact, if \( P_{Q,'} \) is the controllability gramian of \( AQ', BQ' \), the matrix

\[
P_e = \begin{pmatrix} P_{Q'} & P_{Q,K}^* \\ P_{Q,K} P_{Q,K}^* & P \end{pmatrix}
\]

solves (39) by construction, because the diagonal blocks are the controllability gramians and the equation for the off-diagonal block is precisely (40). Since \( A_e \) is stable, \( P_e \) is non-negative definite. But this forces the rank of \( P_{Q'} \) to be not less than the rank of \( P_{Q,K}^* \). Since \( P_{Q,K}^* \) has full row rank and the number of rows equals the dimension of \( P_{Q'} \), we conclude that \( P_{Q'} \) has full rank and thus \( (A_{Q'}, B_{Q'}) \) is controllable.

In conclusion, if we define

\[
Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ -B_{Q'}^* P_{Q,K}^* & I \end{pmatrix}
\]

equation (40) becomes the lower left block of the Lyapunov equation (22) associated to the projection of \( H_r(Q') \) onto \( H_r(K) \) (see Lemma 3).

(2) Follows from the previous part and Proposition 5.

(3) For the proof of this part we could develop the above argument in \( H^2_+ \), obtaining dual formulas. Nevertheless, we would have to translate the relation so obtained to \( H^2_+ \). So we find it more constructive to derive the relations directly in \( H^2_+ \), also in view of the connection with geometric control.

(a) Let

\[
\bar{Q}'' = \begin{pmatrix} A_{Q''} & B_{Q''} \\ -B_{Q''}^* P_{Q''}^{-1} & I \end{pmatrix}
\]

be a minimal realization of the \( m \times m \) inner function \( \bar{Q}'' \) of degree \( r'' \). Let

\[
\bar{A}_e = \begin{pmatrix} A_{Q''} & 0 \\ 0 & A \end{pmatrix}, \quad B_e = \begin{pmatrix} B_{Q''} \\ B \end{pmatrix},
\]

\[
C_e = -(B_{Q''} P_{Q''}^{-1} B P^{-1})
\]
As above, let

\[ \bar{P}_e = \begin{pmatrix} \bar{P}_{Q^e} & \bar{P}_{Q^eK} \\ \bar{P}_{KQ^e} & \bar{P} \end{pmatrix} \]

be the solution to the Lyapunov equation

\[ \bar{A}_e \bar{P}_e + \bar{P}_e \bar{A}_e^* + \bar{B}_e \bar{B}_e^* = 0 \quad (41) \]

and let

\[ \bar{Q}_e = \begin{pmatrix} Q_\bar{Q}^e & Q_\bar{Q}^{eK} \\ Q_{KQ}^e & \bar{Q} \end{pmatrix} \]

be the solution to the Lyapunov equation

\[ \bar{A}_e^* \bar{Q}_e + \bar{Q}_e \bar{A}_e + \bar{C}_e^* \bar{C}_e = 0 \quad (42) \]

Then

\[ \bar{P}_{Q^e} = \bar{Q}_e^{-1} \]

and

\[ \bar{P} = \bar{P} = \bar{Q}^{-1} \]

The relations between \( \bar{P}_{Q^e} \) and \( \bar{Q}_e \) follow from the fact that \( \bar{Q}^{"} \) is inner. The equality between \( \bar{P} \) and \( \bar{P} \) follows by inspection, for they solve the same Lyapunov equation.

(b) We show now that the following equalities hold

\[ \begin{aligned} P_{H,(K)}(sI - A_{Q^e})^{-1}B_{Q^e}Q^{"*K} \\ = -P_{Q^e}Q_{Q^eK}^*P(sI - A^*)^{-1}P_{B} \\ = P_{Q^e}Q_{Q^eK}(sI - A)^{-1}B \quad (43) \end{aligned} \]

We recall that, since we are working with row vectors, in our notation it is

\[ (P_{xy})S = P_{xys}S \quad (44) \]

for \( x \in H_2^2, y \in H_2^2 \) and \( S \) inner. Then we have the equalities

\[ \begin{aligned} P_{H,(K)}(sI - A_{Q^e})^{-1}B_{Q^e}Q^{"*K} \\ = [P_{H,(K)}](sI - A_{Q^e})^{-1}B_{Q^e}Q^{"*K}]K \quad \text{from (44)} \\ = [P_{H,(K)^*}P_{Q^e}(sI + A_{Q^e})^{-1}P_{B}Q_{Q^e}]K \quad \text{Corollary 1} \\ = -[P_{H,(K)^*}B_{Q^e}P_{Q^e}^{-1}(sI - A_{Q^e})^{-1}P_{Q^e}]^*K \\ = -(B^*P^{-1}(sI - A)^{-1}Q_{KQ^e}^{-1}P_{Q^e})^*K \quad \text{Lemma 3} \\ = P_{Q^e}Q_{Q^eK}(sI + A)^{-1}P_{B} \\ = P_{Q^e}Q_{Q^eK}(sI - A)^{-1}B \quad \text{Corollary 1} \end{aligned} \]

and (43) is proved.

(c) We claim now that \( V_\_ = \text{Im } P_{QKQ^e} \). In fact, we can write

\[ V = I_{A,B}P_{H,(K)}(sI - A_{Q^e})^{-1}B_{Q^e}Q^{"*K} \]

\[ = I_{A,B}P_{H,(K)}\{\zeta sI - (A_{Q^e})^{-1}B_{Q^e}Q^{"*K}; \zeta \in \mathbb{C}^n \} \]

\[ \text{Lemma 2} \]

\[ = I_{A,B}\{\zeta sP_{Q^e}Q_{Q^eK}(sI - A)^{-1}B; \zeta \in \mathbb{C}^n \} \quad \text{from (43)} \]

\[ = \{P_{Q^e}Q_{Q^eK}P_{Q^e}Q_{Q^eK}; \zeta \in \mathbb{C}^n \} = P \text{ Im } P_{Q^eK} \]

(d) Define \( A_1 := P_{QKQ^e}Q_{Q^eK}P^{-1} \). Then, again

\[ A_1V = P_{QKQ^e}A_{Q^e}Q_{Q^eK}P^{-1}P \text{ Im } Q_{Q^eK} \subset P \text{ Im } Q_{Q^eK} = V_\_ \]

(e) We have

\[ A_1 = (A + B(B^* - B_{Q^e}P_{Q^e}^{-1}Q_{KQ^e}))P^{-1}|_{V_\_} \]

To see this, observe that the equation for the (2, 1)-block of (42) yields

\[ A^*Q_{KQ^e} + Q_{KQ^e}A_{Q^e} + P^{-1}BB^*P_{Q^e}^{-1} = 0 \]

or, since \( A^* = -P^{-1}AP - P^{-1}BB^* \)

\[ -P^{-1}APQ_{Q^e} - P^{-1}BB^*Q_{KQ^e} + Q_{KQ^e}A_{Q^e} + P^{-1}BB^*P_{Q^e}^{-1} = 0 \]

Multiplying by \( Q_{KQ^e}^\# \) on the right and by \( P \) on the left

\[ P_{QKQ^e}A_{Q^e}Q_{KQ^e}^\# = AP_{QKQ^e}Q_{Q^e}^\# + BB^*Q_{KQ^e}Q_{Q^e}^\# \]

\[ -BB^*P_{Q^e}^{-1}Q_{KQ^e}^\# = 0 \quad (45) \]

Now \( \xi \in V_\_ \) if and only if \( \xi = P_{QKQ^e}Q_{Q^e}^\# \) and since \( Q_{KQ^e}Q_{Q^e}^\# \) is a projection, it acts as the identity on its image, and so \( \xi = P_{QKQ^e}Q_{Q^e}^\#P^{-1}\xi \) for all \( \xi \in V_\_ \). Thus we can write

\[ P_{QKQ^e}A_{Q^e}Q_{KQ^e}^\#P^{-1}|_{V_\_} \]

\[ = A|_{V_\_} + B(B^* - B_{Q^e}P_{Q^e}^{-1}Q_{KQ^e})P^{-1}|_{V_\_} \]

that is, \( V_\_ \) is \( (A, B) \)-invariant.

Conversely, assume now that \( V_\_ \) is a stabilizable, controlled invariant subspace. Then there exists a feedback matrix \( \bar{F} \) such that \( (A + BF)V_\_ \subset V \) and \( (A + BF)|_{V_\_} \) is stable. Let \( Q_{KQ^e} \) be any full column-rank matrix having image \( P^{-1}V_\_ \). Since \( Q_{KQ^e}Q_{Q^e}^\# \) is a projection onto \( P^{-1}V_\_ \), and obviously \( P^{-1}(A + BF)V_\_ \subset P^{-1}V_\_ \)
A remark is in order concerning the representation (38), especially in connection with the analysis of spectral factors carried out in Fuhrmann and Gombani (1998). The corresponding representation there, though with the state space taken as $K^r$, is

$$ P H_i K^r H_i (Q^r)^e K^r \text{ where } K^r \text{ is the inner function that satisfies } K^r Q^r = Q^r K^r. \text{ We note that } P H_i = [P H_i Q^r fQ^r]^r. \text{ Therefore we have} $$

$$ Q^r = \left( \begin{array}{c} \mathcal{A}_Q^r \\ \mathcal{C}_Q^r \end{array} \right) $$

and the controllability of $(A_Q^r, -Q^{-1} C_Q^r)$ is shown as above. By construction, $X_{V'} = P H_i H_i (Q^r)^e K^r \text{, and let } P H_i H_i (Q^r)^e K^r \text{ satisfy the equation}$

$$ AP + P A^* + BB^* = 0. $$

(1) Let $V_+$ be a controlled invariant subspace, and let

$$ Q' = \left( \begin{array}{c} \mathcal{A}_Q^r \\ \mathcal{C}_Q^r \end{array} \right) $$

be an inner function such that $X_{V'} = P H_i H_i (Q^r)^e$. Then $W(Q')^r$ is stable if and only if

$$ V_+ \subset \text{Ker } (C + D B^* \mathcal{Q}^r P^r) $$

(46)

where $P K^r$ satisfies the equation

$$ A P K^r + P K^r A^* + B B^* = 0. $$

(2) Let $V_-$ be a controlled invariant subspace and let

$$ Q'' = \left( \begin{array}{c} \mathcal{A}_Q^r \\ \mathcal{C}_Q^r \end{array} \right) $$

be a minimal realization of the stable spectral factor $W$, and let $K$ be the associated inner function, i.e.

$$ W = \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) $$

where $P$ solves $AP + PA^* + BB^* = 0.$

The characterizations obtained in Theorem 1 used only the pole information, whereas zeros played no role at all. In the next lemma we extend the scope of our investigation. We begin with a transfer function $W$ and use two inner functions that act as a measure of its antistable and stable zeros.

**Lemma 4:** Let

$$ W = \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) $$

be a minimal realization of the stable spectral factor $W$, and let $K$ be the associated inner function, i.e.

$$ K = \left( \begin{array}{cc} A & B \\ -B^* P^{-1} \end{array} \right) $$

where $P$ solves $AP + PA^* + BB^* = 0.$

(1) Let $V_+$ be a controlled invariant subspace, and let

$$ Q' = \left( \begin{array}{c} \mathcal{A}_Q^r \\ \mathcal{C}_Q^r \end{array} \right) $$

be an inner function such that $X_{V'} = P H_i H_i (Q^r)^e$. Then $W(Q')^r$ is stable if and only if

$$ V_+ \subset \text{Ker } (C + D B^* \mathcal{Q}^r P^r) $$

(46)

where $P K^r$ satisfies the equation

$$ A P K^r + P K^r A^* + B B^* = 0. $$

(2) Let $V_-$ be a controlled invariant subspace and let

$$ Q'' = \left( \begin{array}{c} \mathcal{A}_Q^r \\ \mathcal{C}_Q^r \end{array} \right) $$

be a minimal realization of the stable spectral factor $W$, and let $K$ be the associated inner function, i.e.

$$ W = \left( \begin{array}{cc} A & B \\ C & D \end{array} \right) $$

where $P$ solves $AP + PA^* + BB^* = 0.$

**Proof:**

(1) Assume first that $W(Q')^r$ is stable. This is equivalent to the stability of $W u^r$ for any $u \in H_i (Q')$. Let $u = \zeta (I - A_Q^r)^{-1} B_Q^r$ be an arbitrary element of $H_i (Q)$. Then $W u^r$ is analytic in the positive closed right half-plane $C^r$ and so
\[ \int_{\Gamma} W(s)u^*(s) \, ds = 0 \]

for any closed, positively oriented, curve \( \Gamma \) contained in \( C^+ \); in particular

\[ \frac{1}{2\pi i} \int_{\Gamma_1} \frac{Du^*(s)}{sI - A} ds + \frac{1}{2\pi i} \int_{\Gamma_2} C(sI - A)^{-1} Bu^*(s) \, ds = 0 \]

(48)

for any pair of closed, positively oriented, curves \( \Gamma_1 \) and \( \Gamma_2 \) containing the poles of \( u^* \). Now it is easy to see that

\[ \frac{1}{2\pi i} \int_{\Gamma_1} Du^*(s) \, ds = \frac{1}{2\pi i} \int_{\Gamma_1} DB_Q^*(-sI - A_Q^*)^{-1} \, ds \]

\[ = -DB_Q^* \zeta \]

(49)

since \((1/2\pi i) \int_{\Gamma_1} (sI + A_Q^*)^{-1} \, ds = I \). The second integral is easily computed observing that, since the two functions are strictly proper, we can integrate along the imaginary axis, with a change of sign, since we are reversing the direction of integration, but we obtain, in this manner the inner product matrix of the basis \((-sI - A^*)^{-1} B^* \) and \((-sI - A_Q^*)^{-1} B_Q^* \). We can therefore substitute for \((-sI - A_Q^*)^{-1} B_Q^* \) its projection onto \( H_c(K) \). Thus we obtain

\[ \frac{1}{2\pi i} \int_{\Gamma_2} C(sI - A)^{-1} Bu^*(s) \, ds \]

\[ = \frac{1}{2\pi i} \int_{\Gamma_2} C(sI - A)^{-1} BB_Q^*(-sI - A_Q^*)^{-1} \zeta \, ds \]

\[ = -\frac{1}{2\pi i} \int_{\Gamma_2} C(sI - A)^{-1} BB_Q^*(-sI - A^*)^{-1} P_{KQ}^{-1} \zeta \, ds \]

\[ = -CP_{KQ} \zeta \]

(50)

Putting (48), (49) and (50) together we obtain

\[ (DB_Q^* + CP_{KQ}^*) \zeta = 0 \]

and remembering that \( \mathcal{V}_+ = \text{Im} \, P_{KQ}^* \), we can write

\[ (DB_Q^* + CP_{KQ}^*) \zeta = 0 \quad \forall \zeta \in \mathcal{V}_+ \]

(51)

To prove the converse, suppose that \( \mathcal{V}_+ \) is a controlled invariant subspace, and that

\[ Q' = \begin{pmatrix} A_Q^* & B_Q^* \\ -B_Q^* P_Q^{-1} & I \end{pmatrix} \]

is an inner function associated to \( \mathcal{V}_+ \) such that (46) is satisfied. Then, by reversing the above argument, we obtain \( \int_{\Gamma} W(s)u^*(s) \, ds = 0 \) for each \( u \in H_c(Q') \). Since \( H_c(Q') \) is coinvariant, this implies that \( W \in H_c^2(Q') \), as wanted.

(2) Assume first that \( W^* \) is analytic in the closed left half-plane \( C^- \). This means that \( W^* \) is analytic in \( C^- \) for every \( u \in H_c(Q^*) \). So, let

\[ u = B_Q^* P_Q^{-1} (sI - A_Q^*)^{-1} \zeta. \]

Then

\[ \int_{\Gamma} W(s)u(s) \, ds = 0 \]

for any positively oriented, closed curve \( \Gamma \) contained in \( C^- \). In particular, remembering that, in view of Lemma 1

\[ \tilde{W} = \left( \frac{-A^*}{DB^* + CP} \frac{P^{-1}B}{D} \right) \]

the above formula becomes

\[ \frac{1}{2\pi i} \int_{\Gamma_1} Du(s) \, ds \]

\[ + \frac{1}{2\pi i} \int_{\Gamma_2} (DB^* + CP)(sI + A^*)^{-1} P^{-1} Bu(s) \, ds = 0 \]

(52)

for any pair of positively oriented, closed curves \( \Gamma_1 \) and \( \Gamma_2 \) containing the poles of \( u \). The first integral is computed as above

\[ \frac{1}{2\pi i} \int_{\Gamma_1} DB_Q^* P_{Q^*}^{-1} u(s) \, ds \]

\[ = \frac{1}{2\pi i} \int_{\Gamma_2} DB_Q^* P_{Q^*}^{-1} (sI - A_Q^*)^{-1} \zeta \, ds = DB_Q^* P_{Q^*}^{-1} \zeta \]

(53)

The second integral is again computed observing that we can replace the path of integration by the imaginary axis. This time we obtain the inner product matrix of the basis \( B^* P^{-1} (sI - A^*)^{-1} \) and \( B_Q^* P_{Q^*}^{-1} (sI - A_Q^*)^{-1} \). To compute this, we apply Lemma 3 with \( S_1 = K \) and \( S_2 = Q'' \). We set

\[ A_e = \begin{pmatrix} A & 0 \\ 0 & A_Q^* \end{pmatrix}, \quad C_e = (-B^* P^{-1} - B_Q^* P_{Q^*}^{-1}), \]

\[ Q_e = \begin{pmatrix} Q & Q_{KQ}^* \\ Q_{KQ} & Q_Q^* \end{pmatrix} \]

We note that the 1,1 term of the Lyapunov equation \( A_e Q_e + Q_e A_e + C_e C_e = 0 \) becomes \( A^* Q + QA + P^{-1} BB^* P^{-1} = 0 \), which has the unique solution \( Q = P^{-1} \). Similarly, the 2,1 term is

\[ A^* Q_{KQ} + Q_{KQ} A^* + P^{-1} BB^* P_{Q^*}^{-1} = 0 \]
We can therefore, in view of Lemma 3, substitute for \( B_0^*P_0^{-1}(I - A_0^*)^{-1} \) its projection onto \( H_c(K) \). Thus we obtain
\[
\frac{1}{2\pi i} \int_{\Gamma_2} (DB^* + CP)(sI + A^*)^{-1} P^{-1} Bu(s) \, ds
\]
\[
= \frac{1}{2\pi i} \int_{\Gamma_2} (DB^* + CP)(sI + A^*)^{-1} P^{-1} Bu(s) \, ds
\]
\[
\times P^{-1} BB^* P^{-1}(sI - A_0^*)^{-1} \zeta \, ds
\]
\[
= (DB^* + CP) \frac{1}{2\pi i} \int_{\Gamma_2} (sI + A^*)^{-1} P^{-1} BB^* P^{-1}(sI - A)^{-1} \zeta \, ds
\]
\[
\times Q^{-1} K Q^\circ \zeta \, ds
\]
\[
= (DB^* + CP) \frac{1}{2\pi i} \int_{\Gamma_2} (sI + A^*)^{-1} P^{-1} BB^* P^{-1}(sI - A)^{-1} \zeta \, ds
\]
\[
\times P Q K Q^\circ \zeta \, ds
\]
\[
= -(DB^* + CP) Q K Q^\circ \zeta \tag{54}
\]

In the computation we used the partial fraction decomposition
\[
(sI + A^*)^{-1} P^{-1} BB^* P^{-1}(sI - A)^{-1} = (sI + A^*)^{-1} P^{-1} - P^{-1}(sI - A)^{-1}
\]

In conclusion, putting (52), (53) and (54) together, we get
\[
DB^* \frac{B_0^* - P^{-1}}{P_0^*} Q K Q^\circ \zeta = 0
\]

Since, by Theorem 1, for any \( \xi \in \mathcal{V}_- \) we can find a \( \zeta \) such that \( \xi = PQ K Q^\circ \zeta \), we have eventually
\[
(C - D(B_0^* P^{-1} Q K Q^\circ - B^*) P^{-1}) \xi = 0 \quad \forall \xi \in \mathcal{V}_-
\]

To prove the converse, we assume, as above, that \( \mathcal{V}_- \) is a controlled invariant subspace, and that
\[
Q^\pi = \begin{pmatrix} A_0^* & B_0^* \\ -B_0^* P^{-1} & I \end{pmatrix}
\]
is an inner function associated to \( \mathcal{V}_- \) such that (47) is satisfied. Again, by reversing the above argument, we obtain \( \int_{\Gamma_2} W(s)u(s) \, ds = 0 \) for each \( u \in H_c(Q^\pi) \). Since \( H_c(Q^\pi) \) is coinvariant in \( H_c^2 \), this implies that \( W Q^\pi \in H_c^2 \), as wanted.

**Theorem 2:** Let
\[
W = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]
and let \( Q^\pi \) and \( Q^\eta \) be as in Proposition 3, i.e.
\[
W = W Q^\pi = W^\eta Q^\eta
\]
then the maximal inner antistabilizable, output nulling subspace is
\[
\mathcal{V}_+^\pi := I_A B |P H_c(K) H_c(Q^\pi)]
\]
and the maximal, inner stabilizable, output nulling subspace is
\[
\mathcal{V}_+^\eta := I_A B |P H_c(K) H_c(Q^\eta)]
\]

**Proof:** In view of Theorem 1, \( \mathcal{V}_+^\eta \) is an antistabilizable controlled invariant subspace, and in view of Lemma 4, it is an output nulling subspace. Suppose \( W = W_1 Q_1 \) and denote by \( \mathcal{V}_1 \) the controlled invariant, output nulling subspace associated to \( Q_1 \). Since \( Q^\pi \) is the inner factor of \( W, Q_1 |_R Q^\pi \), and therefore it is easy to see that \( \mathcal{V}_1 \subset \mathcal{V}_+^\pi \). The proof of the other statement is similar.

**Corollary 1:** Let
\[
W = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]
be given and assume \( D \) has full column rank. Let
\[
\mathcal{V}_+ = I_A B |P H_c(K) H_c(Q^\eta)]
\]
and
\[
\mathcal{V}_- = I_A B |P H_c(K) H_c(Q^\pi)]
\]
be output nulling subspaces with
\[
Q^\pi = \begin{pmatrix} A_0^* & B_0^* \\ -B_0^* P^{-1} & I \end{pmatrix}
\]
and
\[
Q^\eta = \begin{pmatrix} A_0^* & B_0^* \\ -B_0^* P^{-1} & I \end{pmatrix}
\]
Then
\[
(A + BB^* |_{\mathcal{V}_+}) |_{\mathcal{V}_+} = (A - BD^* C) |_{\mathcal{V}_+}
\]
and
\[
(A + B(B^* - B_0^* P^{-1} Q K Q^\circ) P^{-1}) |_{\mathcal{V}_-} = (A - BD^* C) |_{\mathcal{V}_-}
\]

**Proof:** Since \( D \) has full column rank, it has a left inverse \( D^\# \) such that \( D^\# D = I \). Therefore from (51) we get
\[
D^\# C |_{\mathcal{V}_+} = -B_0^* P^k |_{\mathcal{V}_+}
\]
and eventually
\[
(A + BB^* |_{\mathcal{V}_+}) |_{\mathcal{V}_+} = (A - BD^* C) |_{\mathcal{V}_+}
\]
Similarly we obtain the result for \( \mathcal{V}_- \).
Remark: The above corollary holds in particular for the supremal, inner (anti)stabilizable, output nulling subspaces \( \mathcal{V}_\ast^\ast \) and \( \mathcal{V}_\ast^\ast \). In the case when \( W \) is invertible, \( \mathcal{V}_\ast^\ast \lor \mathcal{V}_\ast^\ast = \mathbb{C}^n \) and therefore we find that the zeros of \( W \) are given by the spectrum of \( A - BD^{-1}C \), as might be expected.

The above corollary also indicates that the output nulling condition determines uniquely the subspaces \( \mathcal{V}_\ast^\ast \) and \( \mathcal{V}_\ast^\ast \). It is natural to ask the converse question, namely, is \( W \) uniquely determined by a given output nulling subspaces. The next section is devoted to the investigation of this question.

We would like to comment, at this point, on the substantial difference between our approach and the one followed by Lindquist et al. (1995). In that paper, the left zeros of a spectral factor \( W \) are considered; moreover the density \( \Phi = WW^\ast \) is, unlike here, assumed to be full rank. In our notation, this corresponds to factorizing first \( W \) as

\[
W = W_\ast Q' = W_\ast Q_i^\prime Q_i^\prime \]

(55)

where \( W_\ast \) and \( Q \) are the outer and rigid factors of \( W \) and \( Q_i^\prime \) is in turn the inner–outer factorization of \( Q' \); then we can define \( W_{0\ast} := W_\ast Q_i^\prime \) and take the inner–outer factorization of

\[
W_{0\ast} = Q_i^\prime \tilde{W}_\ast
\]

where now \( Q_i^\prime \) represents the antistable left zeros of \( W \). Under the full rank assumption on \( \Phi \), \( W_{0\ast} \), \( Q_i^\prime \) and \( Q_i^\prime \) are square and therefore it can be shown that \( \det Q_i^\prime = \det Q_i^\prime \) and thus we can talk about antistable invariant zeros \emph{tout court}; a similar construction can be carried out for the stable zeros. The main drawback of this approach is that the left zeros are only the invariant ones, and so the whole structure of the non-invariant zeros and of the controllability subspace of \( W \), which are both related to \( Q_i^\prime \), is lost. Moreover, the full rank assumption on \( \Phi \) in this approach is essential. We feel that, in general, considering right zeros leads to a more complete and thorough analysis of the partial ordering of coinvariant subspaces related to different spectral factors (see Fuhrmann and Gombani 2000). We refer the reader to Fuhrmann and Gombani (1998) for a more detailed analysis of the factorizations of the form (55) and of the resulting state space decomposition into internal and external parts, as well as for its connection with the \emph{tightest internal bound} of Lindquist and Picci (1991). In spite of all these differences, we would like to acknowledge once more the seminal influence of the work of Lindquist, Michalewzky and Picci on the present paper.

4. Controllability subspaces

We proceed now to characterize controllability subspaces and controllability output nulling subspaces in terms of inner functions. More in detail, in Theorem 3 we show that any controllability subspace for \((A, B)\) can be represented in terms of inner functions \( Q' \) and \( Q'' \). This derivation is quite straightforward, but it is lengthy and requires the introduction of some new definitions (minimal proper reductions, see Definition 1) to avoid pathological situations. But, as in the case of controlled invariant subspaces, this representation is not unique. Nevertheless, in view of Proposition 3, for any factor \( W \) we can write \( W = W' Q' = W'' (Q'')^* K \). It will be shown in Theorem 5 that, in this case, \( Q' \) and \( Q'' \) yield the same controllability subspace. The shortcoming of this construction is that it depends on \( W \). The question which raises naturally then (and that we try to answer with Theorem 4) is whether there exist conditions on the functions \( Q' \) and \( Q'' \) (without knowing if they come from a factorization process of a factor \( W \) as the above) such that \( Q' \) and \( Q'' \) yield the same controllability subspace. In Theorem 5 we consider the characterization of output nulling controllability subspaces.

Given a reachable pair \((A, B)\), we say that a subspace \( \mathcal{R} \subset \mathbb{C}^n \) is called a \textbf{controllability subspace} if it is a controlled invariant subspace and there exist a feedback matrix \( F \) and a matrix \( G_\ast \) such that

\[
\mathcal{R} = \langle A + BF | \Im BG_\ast \rangle
\]

Clearly, it is not restrictive to assume that \( G_\ast \) is an orthogonal projection in \( \mathbb{C}^n \). Then \( G_\ast \) will denote the projection onto the orthogonal complement. A subspace \( \mathcal{R} \subset \mathcal{V} \) is a \textbf{supremal controllability subspace} in \( \mathcal{V} \) if it is not properly contained in any other controllability subspace of \( \mathcal{V} \). It is well known, see Wonham (1991), that for any subspace \( \mathcal{V} \) this space is uniquely determined. Let therefore \( \mathcal{R}_\mathcal{V} \) be the supremal controllability subspace of \( \mathcal{V} \), and set \( \mathcal{V}_0 := \mathcal{V} / \mathcal{R}_\mathcal{V} \). It is well known, again see Wonham (1991), that \( \mathcal{V}_0 \) is (anti)stabilizable if and only if \((A + BF)|_{\mathcal{V}_0} \) is (anti)stabilizable. As above, given a controllable pair \((A, B)\) and a controllability subspace \( \mathcal{R} \) for the pair, we can define its image \( X_\mathcal{R} := I_{A,B} \mathcal{R} \).

Since a controllability subspace is, at the same time, inner stabilizable and inner antistabilizable, it is quite natural, in view of the results in the above section, to seek a characterization in terms of inner functions. It turns out that this is the right idea. In particular, if \( K \) and \( Q' \) were right coprime inner functions, and \( G_\ast \) were a given matrix, we could define the skew-prime factorization of the least common left inner multiple of \( K \) and \( Q' \)

\[
K \lor L Q' = Q' K = K_\ast Q'
\]

Then we will see that if the space \( \mathcal{R} = I_{A,B} \mathcal{P}_{H_r (K)} H_s (Q') \) is a controllability subspace (with respect to \( G_\ast \)) then,
for instance, $H_r(K_-) \subset \text{Ker } G_2$ (in fact we are going to show a more general result).

Nevertheless, as the following simple example shows, it might happen that we do not have right coprimeness of the inner functions $K$ and $Q'$. Suppose

$$K = \begin{bmatrix} K_1 & 0 \\ 0 & K_2 \end{bmatrix} \quad \text{and} \quad Q' = \begin{bmatrix} I & 0 \\ 0 & K_2 \end{bmatrix}$$

with $K_1$, $K_2$ inner functions. Then $K$ and $Q'$ are not coprime at all. Nevertheless, the space

$$\mathbf{P}_{H_r(K)}H_r(Q') = H_r(Q')$$

is a controllability subspace with respect to $G_2 = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$

In fact it is trivially controlled invariant and, letting

$$K = \begin{pmatrix} A_1 & 0 & B_1 & 0 \\ 0 & A_2 & 0 & B_2 \end{pmatrix}$$

be a minimal realization of $K$, we clearly have

$$\mathcal{R} = \text{Im} \begin{bmatrix} 0 & 0 \\ 0 & A_2 \end{bmatrix} \begin{bmatrix} 0 & 0 \\ 0 & B_2 \end{bmatrix} = I_{A_2,B} \mathbf{P}_{H_r(K)}H_r(Q')$$

Observe that, letting $K_- := KQ''$

$$H_r(K_-) = H_r(KQ''G_2) = H_r \left( \begin{bmatrix} K_1 & 0 \\ 0 & 1 \end{bmatrix} \right) G_2 = 0$$

We will now develop a formal derivation of the above idea which also accommodates the example shown above. It should be kept in mind though, for an easier understanding of the construction, that if we were assuming that $K \wedge_R Q' = I$ and $K \wedge_L Q'' = I$, then $K_-$ and $K_+$ would be given by the skew prime factorizations $K \cdot Q' = Q'K$ and $Q''K_+ = KQ''$. In fact, in this case, as we already mentioned above, we will show, see Lemma 6, that $\mathcal{R}$ is a controllability subspace with respect to $G_2$ if

$$I_{A_2,B} \mathcal{R} = \mathbf{P}_{H_r(K)}H_r(Q') \cap \mathbf{P}_{H_r(K)}H_r(Q'')K$$

and

$$H_r(K_-) \subset \text{Ker } G_2 \quad H_r(K_+) \subset \text{Ker } G_2 \quad (56)$$

The shortcoming of using coprime inner functions is, as explained above, that not all controllability subspaces can be represented in this way. Nevertheless, we are going to show that the basic idea goes through even if, for instance, $Q'$ and $K$ are not right coprime. But in this case we need to say what we mean by $K_-$ if we still want to use (56) in order to characterize controllability subspaces. This is why we need the following definition.

**Definition 1:** Let $K$, $Q'$ and $Q''$ be inner functions and $G_2$ a constant projection matrix on $\mathbb{C}^n$.

1. Define

$$S_L := Q' \vee_L K$$

to be the least common left inner multiple of $K$ and $Q'$. We say that $Q'$ reduces $K$ on the right with respect to $G_2$ if, letting $K_- := S_LQ''$, implies

$$H_r(K_-) \subset \text{Ker } G_2$$

The reduction is **proper** if $\mathbf{P}_{H_r(K)}H_r(Q')$ is injective. It is **minimal** if $H_r(Q') \cap G_1H_r^* = 0$.

2. Similarly, define

$$S_R := Q'' \vee_R K$$

to be the least right inner multiple of $K$ and $Q''$. We say that $Q''$ reduces $K$ on the left with respect to $G_2$ if, letting $K_+ := Q''S_R$, implies

$$H_r(K_+) \subset \text{Ker } G_2$$

The reduction is **proper** if $\mathbf{P}_{H_r(K)}H_r(Q''S_R)K$ is injective. It is **minimal** if $H_r(Q'') \cap H_r^*G_1 = 0$.

Some comments on these definition. Reduction simply seems to be the right notion to characterize controllability subspaces, as the next lemma shows. Properness is to avoid a pathological situation: in the scalar case, to say that $\mathbf{P}_{H_r(K)}H_r(Q')$ is not injective, means that the degree of $Q'$ is greater than the degree of $K$ and thus a transfer function $W$ having the same poles a $K$ and the same zeros as $Q'$ is not proper. The situation is slightly more complicated in the multivariable case (it might happen that $'Q' \leq 'K$ but still might not be proper); the way to avoid this is by imposing properness of the reduction. Minimality has to do with the fact that $H(K_-)$ is in the kernel $G_2$ and thus everything orthogonal to that kernel will not be uniquely determined: if, for example, $Q'$ reduces $K$ with respect to $G_2$ and $Q_0$ is such that $H_r(Q_0) \subset \text{Im } G_2$, then also $Q_0' := Q_0Q'$ will reduce $K$. We simply want to avoid this lack of uniqueness.

**Lemma 5:** Let

$$Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ -B_{Q'}^*P_{Q'}^{-1} & I \end{pmatrix}, \quad Q'' = \begin{pmatrix} A_{Q''} & B_{Q''} \\ -B_{Q''}^*P_{Q''}^{-1} & I \end{pmatrix}$$

and

$$K = \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix}$$

be inner functions. Then:
The following is the main result (the equivalent of Theorem 1) for the characterization of controllability subspaces.

**Theorem 3**: Let

\[ K = \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix} \]

and let \( Z \subset X \) and a projection matrix \( G_2 \) be given. The following are equivalent:

1. There exists a matrix \( F \) such that \( Z = I_{A,B}R \), where \( R = \langle A + BF|BG_2 \rangle \), i.e. \( R \) is a controllability subspace.
2. \( Z = P_{H,(K)}H_r(Q') \) and \( Q' \) reduces \( K \) on the right with respect to \( G_2 \) and the reduction is minimal and proper.
3. \( Z = P_{H,(K)}H_r(Q''')K \) and \( Q'' \) reduces \( K \) on the left with respect to \( G_2 \) and the reduction is minimal and proper.

**Proof**: (1) \( \Rightarrow \) (2) First, observe that, if \( R = \langle A + BF|BG_2 \rangle \) is a controllability subspace, then it has also the representation

\[ R = \langle A + BG_1F|BG_2 \rangle \]

where \( G_1 = I - G_2 \). That is, \( G_1F \) is a friend of \( R \). This is because \( \operatorname{Im} BG_2 \subset R \). Let now \( P_{KQ} \) be a full column-rank matrix such that \( \operatorname{Im} P_{KQ} = \overline{R} \).

Set \( A_0 := P_{KQ}^#(A + BG_1F)P_{KQ} \), \( B_0 := P_{KQ}^#BG_2 \), \( F := G_1FP_{KQ} \). Observe that \( B_0F = 0 \). Then, since by construction \( (A_0, B_0) \) is controllable and \( (F, A_0) \) is detectable, the Riccati equation

\[ A_0X + XA_0^* + B_0B_0^* - XFX^*F^*X = 0 \]

has a unique positive definite solution \( X \). Therefore, adding and subtracting and changing sign

\[
(-A_0 - B_0B_0^*X_+^{-1})X_+ + X_+((-B_0B_0^*X_+^{-1})^* - A_0^*) + B_0B_0^* + X_+FX^*F^*X_+ = 0
\]

which means that the matrix \(-A_0 - B_0B_0^*X_+^{-1}\) is stable and that the pair \((-A_0 - B_0B_0^*X_+^{-1}, B + X_+F^*)\) is controllable with gramian \( X_+ \). That is, setting \( P := X_+^{-1} \), the pair

\[ (-A_0^* - PB_0B_0^*, PB_0 + F^*) \]

is controllable with gramian \( P \).

Set

\[
A^* := -A_0 - B_0B_0^*P
\]

\[
= -P_{KQ}^#(A + BG_1F + BG_2B_0^*(P_{KQ}^#)^*P_{KQ}^#)P_{KQ}^#
\]

\[
B^* := B_0^*P + F = G_2B_0^*(P_{KQ}^#)^*P + G_1FP_{KQ}.
\]

Then

\[
AP_{KQ} + P_{KQ}A^* + BB^*
\]

\[
= AP_{KQ} + P_{KQ}P_{KQ}^#(-A - BG_1F)
\]

\[
- BG_2B_0^*(P_{KQ}^#)^*P_{KQ}^#P_{KQ}^#
\]

\[
+ BG_2B_0^*(P_{KQ}^#)^*P + BG_1FP_{KQ} = 0
\]

Therefore, if we set

\[ Q' := \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix} \]

in view of Lemma 4, we can write

\[ R = I_{A,B}P_{H,(K)}H_r(Q') \]. Note that, since \( \operatorname{Im} BG_2 \subset R \), it is \( P_{KQ}^#P_{KQ}^#BG_2 = BG_2 \) and therefore the equality

\[ P^{-1}BG_2 = P_{KQ}^#BG_2 \]

holds; in view of Lemma 5, \( Q' \) reduces \( K \) on the right.

The reduction is proper by construction (\( \deg Q' = \dim R \)).

It is also minimal. In fact, since

\[ H_r(Q') = \operatorname{span}\{\xi(sI - A)^{-1}B|\xi \in C_n^\circ\} \]

and \( (A^*, P^{-1}BG_2) \) is controllable.
$P_{G,H}: H_c(Q') = \text{span}\{G_2B^*P^{-1}(sI - A)^{-1}\}$

has dimension equal to $\text{deg } Q'$. But this implies $H_c(Q') \cap G_1H^2 = 0$.

(2) $\Rightarrow$ (1) Let now

$$\begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix} \quad \text{and} \quad Q' := \begin{pmatrix} A & B \\ -B^*P^{-1} & I \end{pmatrix}$$

be given. We already know, from Theorem 1, that $\mathcal{R} = I_{\tilde{A},\tilde{B}}P_{H,\{K\}}H_c(Q')$ is an antistabilizable controlled invariant subspace and therefore $\mathcal{R} = \text{Im } P_{KQ'}$ where $P_{KQ'}$ solves

$$AP_{KQ'} + P_{KQ'}A^* + BB^* = 0 \quad (60)$$

Since $Q'$ reduces $K$ properly, $P_{KQ'}$ has full column rank, which implies that $(A, B)$ is controllable and thus so is $(A^*, P^{-1}B)$. Since the reduction is minimal, $P_{G,H}: H_c(Q') = \text{span}\{G_2B^*P^{-1}(sI - A)^{-1}\}$ has dimension equal to degree of $Q'$. Therefore, also $(A^*, P^{-1}B_2)$ is controllable, i.e.

$$\mathcal{R} = P_{KQ'}(A^*P^{-1}B_2) = \langle P_{KQ'}A^*P_{KQ'}|P_{KQ'}P^{-1}B_2 \rangle$$

(61)

But from (60) we get

$$(A + BB^*P_{KQ'}^\#)|\mathcal{R} = -P_{KQ'}A^*P_{KQ'}^\#$$

and since $Q'$ reduces $K$, Lemma 5 yields $B_2 = P_{KQ'}P^{-1}B_2$. Therefore substitution in (61) yields

$$\mathcal{R} = \langle A + BB^*P_{KQ'}^\#|B_2 \rangle$$

(1) $\Rightarrow$ (3) Again

$$\mathcal{R} = \langle A + BG_1F|B_2 \rangle$$

Let now $Q_{KQ'}$ be a full column-rank matrix such that $\text{Im } P_{Q_{KQ'}} = \mathcal{R}$. Set

$$A_0 := Q_{KQ'}^\#(A^* + P^{-1}BG_1F)Q_{KQ'}^\#$

$$B_0 := Q_{KQ'}^\#P^{-1}B_2, \quad \mathcal{F} := G_1FQ_{KQ'}^\#.$$}

Observe that $B_0\mathcal{F} = 0$. Then, since by construction $(A_0, B_0)$ is controllable and $(\mathcal{F}, A_0)$ is detectable, the Riccati equation

$$A_0\mathcal{Y} + \mathcal{Y}A_0^* + B_0B_0^* - \mathcal{Y}\mathcal{F}\mathcal{F}^\ast\mathcal{Y} = 0 \quad (62)$$

has a unique positive definite solution $\mathcal{Y}_+$. Therefore, adding and subtracting and changing sign

$$(-A_0 - B_0B_0^*\mathcal{Y}_+^{-1})\mathcal{Y}_+ + \mathcal{Y}_+((-B_0B_0^*\mathcal{Y}_+^{-1})^* - A_0^*)$$

$$+ B_0B_0^* + \mathcal{Y}_+\mathcal{F}\mathcal{F}^\ast\mathcal{Y}_+ = 0$$

which means that the matrix $-A_0 - B_0B_0^*\mathcal{Y}_+^{-1}$ is stable and that the pair $(-A_0 - B_0B_0^*\mathcal{Y}_+^{-1}, B_0 + \mathcal{Y}_+\mathcal{F})$ is controllable with gramian $\mathcal{Y}_+$. That is, setting $Q := \mathcal{Y}_+^{-1}$, the pair

$$(-A_0^* - QB_0B_0^*, QB_0 + \mathcal{F})$$

is controllable with gramian $Q$.

Set

$$\mathcal{A} := -A_0 - B_0B_0^*Q = -Q_{KQ'}^\#(A^* + P^{-1}BG_1F)$$

$$+ P^{-1}BG_2B^*P^{-1}(Q_{KQ'}^\#)^\#QQ_{KQ'}^\#Q_{KQ'}^\#$$

$$B^* := B_0^* + \mathcal{F}^{-1} = G_2B^*P^{-1}Q_{KQ'}^\# + G_1FQ_{KQ'}^\#Q_{KQ'}^\#$$

Then

$$A^*Q_{KQ'}^\# + Q_{KQ'}^\#A + P^{-1}BB^*Q$$

$$= A^*Q_{KQ'}^\# + Q_{KQ'}^\#Q_{KQ'}^\#(-A^* - P^{-1}BG_1F)$$

$$- P^{-1}BG_2B^*P^{-1}(Q_{KQ'}^\#)^\#QQ_{KQ'}^\#Q_{KQ'}^\#$$

$$+ P^{-1}BG_2B^*P^{-1}Q_{KQ'}^\#Q + P^{-1}BG_1FQ_{KQ'}^\#Q_{KQ'}^\# = 0$$

Thereore, if we set

$$\hat{Q}'' := \begin{pmatrix} A & B \\ -B^*Q & I \end{pmatrix}$$

in view of Theorem 1, we can write $\mathcal{R} = I_{\tilde{A},\tilde{B}}P_{H,\{K\}}H_c(\hat{Q}'')K$. Again, since $\text{Im } BG_2 \subset \mathcal{R}$, it is $Q_{KQ'}^\#Q_{KQ'}^\#BG_2 = BG_2$ and the equality

$$\text{Im } Q_{KQ'}^\# = \text{span } \text{Im } P_{Q_{KQ'}}$$

ensures us, in view of Lemma 5, that $\hat{Q}''$ reduces $K$ on the left.

The reduction is proper by construction since $\text{deg } \hat{Q}'' = \text{dim } \mathcal{R}$.

It is minimal: in fact, since

$$H_c(\hat{Q}'') = \text{span}\{B^*Q(sI - A)^{-1}\}$$

and $(A^*, \text{QB}_2)$ is controllable

$$P_{G,H}: H_c(Q') = \text{span}\{G_2B^*Q(sI - A)^{-1}\}$$

has dimension equal to $\text{deg } \hat{Q}''$. This however implies $H_c(\hat{Q}'') \cap H^2G_1 = 0$.

(3) $\Rightarrow$ (2) The proof is similar to the second step (2) $\Rightarrow$ (1) and it is omitted.

The functions $Q'$ and $\hat{Q}''$ are, in general, not determined uniquely by $\mathcal{R}$ and $G_2$. Nevertheless, if we impose a mild condition, we get a uniqueness result.

Given an arbitrary subspace $\mathcal{R}$ of $\mathcal{C}^n$ and a matrix $B$, we say that $G_2$ is maximal for $\mathcal{R}$ w.r.t. $B$ if $\text{Ker } BG_1 = \text{Ker } G_1$ and $\text{Im } BG_1 \cap \mathcal{R} = 0$. If $\mathcal{R}$ is con-
trolled invariant, $B$ is already specified implicitly, and we will simply say that $G_2$ is maximal for $\mathcal{R}$. Similarly, given $K$ and $Q'$, we can define, in view of Theorem 3, a unique controllability subspace $\mathcal{R}_{Q'}$. We will say that $G_2$ is maximal for $Q'$ if it is maximal for $\mathcal{R}_{Q'}$. Note that not all controlled invariant subspaces have a maximal $G_2$. Nevertheless, in the application we have in mind, namely spectral factors, this condition is satisfied.

**Lemma 6:** Let $\mathcal{R}$ be a controlled invariant subspace for $A, B$; suppose $G_2$ is maximal for $\mathcal{R}$ with respect to $B$ and $F_1$ and $F_2$ are friends of $\mathcal{R}$ such that $F_i = G_i F_i$; then $F_{1|\mathcal{R}} = F_{2|\mathcal{R}}$.

**Proof:** If $F_1$ and $F_2$ are two different feedbacks friends of $\mathcal{R}$, then for any $x \in \mathcal{R}$,

$$y := (A + BG_1 F_1)x - (A + BG_1 F_2)x$$

$$= BG_1(F_1 - F_2)x \in \mathcal{R}$$

But since $\text{Im } BG_1 \cap \mathcal{R} = 0$, $y = 0$. Since $\text{Ker } BG_1 = \text{Ker } G_1$, this implies $(F_1 - F_2)_{|\mathcal{R}} = 0$.

**Lemma 7:** Let $\mathcal{R}$ be a controllability subspace for $A, B$; suppose $G_2$ is maximal for $\mathcal{R}$ with respect to $B$. Then there exist unique $Q'$ and $Q''$ which are properly and minimally reducing

$$K = \begin{pmatrix} A \\ -B^* P^{-1} \\ I \end{pmatrix}$$

and such that

$$I_{A, B} \mathcal{R} = P_{H_i(K)} H_r(Q') = P_{H_i(K)} H_r(Q'') K$$

**Proof:** Let $\mathcal{R} = I_{A, B} \mathcal{R} P_{H_i(K)} H_r(Q')$ be a controllability subspace and let, as usual

$$Q' = \begin{pmatrix} A \\ -B^* P^{-1} \\ I \end{pmatrix}$$

with $Q'$ properly and minimally reducing for $K$ w.r.t. $G_2$. Since $\mathcal{R}$ is controlled invariant, the usual Lyapunov equation

$$AP_{KQ'} + P_{KQ'} A^* + BB^* = 0$$

holds, with $\text{Im } P_{KQ'} = \mathcal{R}$. Moreover, by a change of coordinates, we can assume that it is $P_{KQ'} P_{KQ'} = I$. Then (63) yields

$$A^* = -P_{KQ'}(A + BB^* P_{KQ'}) P_{KQ'}$$

The condition that $Q'$ reduces $K$ is, in view of Lemma 5

$$BG_2 = \mathcal{P} P_{KQ'} BG_2$$

where $\mathcal{P}$ satisfies

$$A\mathcal{P} + \mathcal{P} A^* + BB^* = 0$$

Substituting (64) and (65) into (66), we obtain

$$0 = -P_{KQ'}(A^* + P_{KQ'} BB^*) P_{KQ'}\mathcal{P}$$

$$- \mathcal{P} P_{KQ'}(A + BB^* P_{KQ'}) P_{KQ'} + BG_1 B^* + BG_2 B^*$$

$$= -P_{KQ'}(A^* + P_{KQ'} BG_1 B^*) P_{KQ'}\mathcal{P}$$

$$- \mathcal{P} P_{KQ'}(A + BG_1 B^* P_{KQ'}) P_{KQ'} + BG_1 B^*$$

$$- BG_2 B^* P_{KQ'} - \mathcal{P} P_{KQ'} BG_2 B^* + BG_2 B^*$$

$$= -P_{KQ'}(A^* + P_{KQ'} BG_1 B^*) P_{KQ'}\mathcal{P}$$

$$- \mathcal{P} P_{KQ'}(A + BG_1 B^* P_{KQ'}) P_{KQ'} + BG_1 B^* - BG_2 B^*$$

$$-P_{KQ'}(A^* + P_{KQ'} BG_1 B^*) P_{KQ'}\mathcal{P}$$

$$- \mathcal{P} P_{KQ'}(A + BG_1 B^* P_{KQ'}) P_{KQ'} + BG_1 B^*$$

$$- \mathcal{P} P_{KQ'} BG_2 B^* P_{KQ'}\mathcal{P}$$

(67)

Note that, in view of maximality of $G_2$, Lemma 7 ensures that the matrices $B, G_1, B^*$ and $BG_1 B^*$ are uniquely determined by $\mathcal{R}$. Therefore, in the above equation we have fixed $A, B, P_{KQ'}$ and $BG_1 B^*$. The only variable is $\mathcal{P}$ and we get again a Riccati equation. Now the pair $(P_{KQ'}(A^* + P_{KQ'} BG_1 B^*) P_{KQ'}, BG_2)$ is controllable, since it is obtained by a change of basis from the pair $(P_{KQ'}(A + BG_1 B^* P_{KQ'}) P_{KQ'}, P_{-1} BG_2)$, which is controllable by construction. Detectability of $(P_{KQ'}(A^* + P_{KQ'} BG_1 B^*) P_{KQ'}, G_2 B^* P_{KQ'})$ follows from the fact that $(A + BG_1 B^* P_{KQ'})_{|\mathcal{R}}, BG_2$ is stabilizable. Therefore equation (67) has a unique positive definite solution $\mathcal{P}$. Since $B$ and then $A$ are uniquely determined by $\mathcal{P}$ the proof is achieved.

To characterize controllability subspaces we will need the following technical result.

**Lemma 8:** Let $K, Q'$ be given inner functions and $G_2$ a constant projection matrix; suppose that there exist inner functions $Q'', Q', Q'', K_+, K_+, K_-, Q_-, Q_+$ such that

- $Q' Q'' = Q_+ G_1 + RG_2$
- $Q' Q'' = G_1 Q_- + G_2 R$
- $K_+ Q_+ = Q_+ K_+$
- $Q' Q'' K_+ = Q' Q'' K_+ = K_+ Q''$

Then

(1) $P_{H_i(K)} H_r(Q_-)$ is injective if and only if $P_{H_i(K)} H_r(Q_-)$ is injective.

(2) If $P_{H_i(K)} H_r(Q_-)$ is injective, then also

(a) $P_{H_i(K)} H_r(Q_-)$

(b) $P_{H_i(K)} H_r(Q_-) K^*$

are injective.

(3) If $P_{H_i(K)} H_r(Q_-)$ is injective and $\text{deg } Q'' = \text{deg } R$, then also $P_{H_i(K)} H_r(Q_-)$ is injective.
Proof:
(1) This follows from Theorem 3 in Fuhrmann and Gombani (1998) which studies Toeplitz operators with all-pass symbols. But we give also a direct proof. There is no loss of generality in assuming that

\[ G_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \]

Suppose that the projection \( \mathbf{P}_{H_i(K_+)} | H_i(Q_+) \) is injective; we show that \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*) \) is injective, from which the injectivity of \( \mathbf{P}_{H_i(K_+)} | H_i(Q_-) \) follows easily.

We have that \( [\mathbf{P}_{H_i(K_+)} | H_i(Q^*)]K_+Q_+ = \mathbf{P}_{H_i(K_+)}Q_+ | H_i(Q_-)K_+ \). Now, if \( v \in H_i(Q_-)K_+ \), we can decompose it uniquely as \( v = \hat{v} + \tilde{v} \), where \( \hat{v} \in H_i(Q_+) \) and \( \tilde{v} \in H_i(Q_-)Q_+ \) and therefore \( \mathbf{P}_{H_i(K_+)}Q_+ \cdot v = \hat{v} \). Suppose now that \( v \neq 0 \) but \( \hat{v} = 0 \). This means that \( v \in H_i(Q_+) \cap H_i(Q_-)K_+ \). But this in turns leads to a contradiction since, at the same time, \( \mathbf{P}_{H_i(K_+)}Q_+ \cdot v \neq 0 \) since \( \mathbf{P}_{H_i(K_+)} | H_i(Q_+) \) is injective, and \( \mathbf{P}_{H_i(K_+)}Q_+ \cdot v = 0 \), so \( H_i(Q_-)K_+ \) is orthogonal to \( H_i(K_+) \). Thus \( \hat{v} = 0 \) implies \( v = 0 \) and the application is injective. The opposite implication is shown similarly.

(2) (a) Observe first that \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*) \) is injective if and only if \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \). Since \( H_i(Q_+) \) is orthogonal to \( H_i(K_+) \) and \( H_i(Q^*) \), \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \) is injective if and only if

\[ \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \]  \hspace{1cm} (68)

is injective, or equivalently if the same holds for \( \mathbf{P}_{H_i(Q^*)K_+} | H_i(Q_+) \). Note that \( Q_+ \) and \( R \) commute.

Suppose now there exists a vector \( v \in H_i(Q_+) \) such that \( \nu \perp H_i(Q^*Q_+) \). Then

\[ 0 = \mathbf{P}_{H_i(Q^*)K_+}v = \mathbf{P}_{H_i(Q^*)K_+}v + \mathbf{P}_{H_i(K_+)}v \\
= \mathbf{P}_{H_i(Q^*)K_+}v + \mathbf{P}_{H_i(K_+)}v + \mathbf{P}_{H_i(K_+)}K_+v + \mathbf{P}_{H_i(K_+)}R_+v \\
+ \mathbf{P}_{H_i(K_+)}H_i(Q_+)v + \mathbf{P}_{H_i(K_+)}P_{H_i(R_)}v \\
\]  \hspace{1cm} (69)

Now, since \( H_i(K_+) \) is orthogonal to \( H_i(R) \), we have

\[ \mathbf{P}_{H_i(K_+)}H_i(R) = 0 \]

Since the range of the first and second summands of (69) are orthogonal to \( H_i(K_+) \), (69) is satisfied if and only if \( \mathbf{P}_{H_i(K_+)}H_i(Q^*)v = 0 \). So, if \( v \neq 0 \), \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*) \) is not injective and this implies that \( \mathbf{P}_{H_i(K_+)} | H_i(Q_+) \) is not injective either. This contradicts the assumption and therefore the statement is proved.

(b) Again, note that, since \( KQ^* = Q^*K_+ \), injectivity of \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \) is equivalent to that of \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \). Then the reasoning is similar to that of 1. Since \( H_i(Q^*)Q_+ \) is orthogonal to \( H_i(K_+)Q_+ \) and to \( H_i(Q^*)K_+ \), \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \) is injective if and only if \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*)Q_+ \) is injective, or equivalently if the same holds for \( \mathbf{P}_{H_i(Q^*)Q_+} | H_i(Q_-) \). Again we can decompose

\[ H_i(Q_-)Q_+ = H_i(K_-) \perp Q_- \oplus H_i(Q^*)Q_+ \]

(for \( Q_- \) and \( R \) commute) and

\[ H_i(Q_-)K_+ = H_i(K_-)K_+ \oplus H_i(R) \]

As above, we can suppose that there exists a vector \( v \in H_i(K_-)K_+ \) such that \( v \perp H_i(Q^-)Q_+ \). Then

\[ 0 = \mathbf{P}_{H_i(K_-)Q^-}v = \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(Q^-)}v \\
= \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(K_-)Q^-}v \\
+ \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(K_-)Q^-}v + \mathbf{P}_{H_i(K_-)Q^-}v \\
\]  \hspace{1cm} (70)

Now, since \( H_i(K_-)Q^-Q_+ = H_i(K_-)Q_+ \) is orthogonal to \( H_i(R) \), we have

\[ \mathbf{P}_{H_i(K_-)Q^-}H_i(R) = 0 \]

Since the range of the first and second summands of (70) are orthogonal to \( H_i(K_-)Q_+ \), (70) is satisfied if and only if

\[ \mathbf{P}_{H_i(K_-)Q^-}H_i(Q_+) = 0 \]

Multiplication by \( K^*Q^*R \) and conjugation yield that (70) is satisfied if and only if \( \mathbf{P}_{H_i(K_-)Q^-}v_1 = 0 \) for \( v_1 = Q_+v \). So, if \( v \neq 0 \), \( \mathbf{P}_{H_i(K_-)} | H_i(Q_+) \) is not injective and this implies that \( \mathbf{P}_{H_i(K_+)} | H_i(Q_+) \) is not injective either: this again contradicts the assumption and therefore the second statement is proved.

(3) Suppose \( \mathbf{P}_{H_i(K_+)} | H_i(Q_+) \) is not injective. That is, there exists an element \( v \in H_i(Q_+) \) which is orthogonal to \( H_i(K_+) \). Now, we know from (68) that injectivity of \( \mathbf{P}_{H_i(K_+)} | H_i(Q^*) \) is equivalent to that of \( \mathbf{P}_{H_i(Q^*)K_+} | H_i(Q_+) \). But the space \( Z = H_i(R) \perp (v) \) is orthogonal to \( H_i(K_+) \) and thus
\[ P_{H,(Q^r K_+)}|Z = P_{H,(Q^r K_+)K_+}|Z \]

and since the dimension of \( Z \) is strictly bigger than that of \( H_r(Q^r)K_+ \), the map cannot be one to one and we get the conclusion.

The previous lemma is put into use in the next result.

**Lemma 9:** Suppose

\[ Q' = \left( \begin{array}{cc}
A_{Q'} & B_{Q'} \\
-B_{Q'}^{-1}P_{Q'} & I
\end{array} \right) \]

reduces \( K \) on the right w.r.t. to \( G_2 \) and the reduction is proper and minimal. Then, there exist inner functions \( Q'' \), \( Q', Q'', K_+, K_-, Q_+, Q_-, R \) satisfying the hypothesis of Lemma 8 and such that \( Q'' \) is minimally and properly reducing \( K \) w.r.t. to \( G_2 \) on the left. If \( G_2 \) is maximal, all these functions are (essentially) unique.

**Proof:** Since \( G_2H_r(Q') \) and \( G_1H_r(Q') \) are coinvariant subspaces, there exist unique (normalized) inner functions \( Q_+ \) and \( R \) such that

\[ H_r(Q_+) = H_r(Q')G_1 \quad H_r(R) = H_r(Q')G_2 \quad (71) \]

moreover, since \( H_r(Q') \subseteq H_r(Q_+) \oplus H_r(R) \), we can define the completion of \( Q' \) w.r.t. \( G_2 \) as the inner functions \( Q'' := Q^rRQ_+ \) (recall that \( Q_+ \) and \( R \) commute).

Now we can define \( K_- \) and \( Q' \) as

\[ K_- := (K \vee L Q')Q'^* \quad Q' := (K \vee L Q')K^* \]

Define next \( Q'' \) as the right completion of \( Q' \) with respect to \( G_2 \): that is, we set \( Q_- \) and \( R \) to be the inner functions such that

\[ H(Q_-) = G_2H_r(Q') \quad H(R) = G_2H_r(Q') \quad (72) \]

we can again define \( Q'' := Q^rQ_-R \) and \( K_+ := Q^r(Q'' \vee K) \), so that we have the relation

\[ K_+Q'Q'' = Q'Q''K_+ \quad (73) \]

We claim that \( R = R \). In fact, since \( G_2K_+ = G_2 \)

\[ H_r(R) = G_2H_r(Q') = G_2H_r(K_+) \]

\[ = G_2(H_r(K_+) \vee H_r(Q')) = G_2H_r(Q') = H_r(R) \]

This in turn implies that \( H_r(K_+) \subseteq \ker \ G_2 \) (multiply (73) on both side by \( G_2 \)) and so \( K_+Q_- = K_-. \) Thus \( \deg Q_- \leq \deg Q' \); but \( \deg K_+ \leq \deg K = \deg K_- \) and thus \( \deg Q_- = \deg Q_+ = \deg R = \deg R \) which entails \( H(Q_-) \cap H^2G_1 = 0 \).

It is immediate to verify that the inner functions thus defined satisfy the conditions of Lemma 8. Moreover, by assumption, \( Q' \) reduces \( K \) w.r.t. \( G_2 \) properly and minimally on the right and, by construction, \( Q'' \) reduces \( K \) on the left and the reduction is minimal. Since \( Q' \) reduces \( K \) properly and \( \deg Q'' = \deg R \), in view of Lemma 8 the reduction on the left of \( K \) by \( Q'' \) is also proper. If \( G_2 \) is maximal, \( Q'' \) which is properly and minimally reducing \( K \) on the left w.r.t. \( G_2 \) is unique, in view of Lemma 7.

The above lemma basically says that, if \( Q' \) is properly and minimally reducing \( K \) with respect to \( G_2 \), then it uniquely determines a controlled invariant subspace together with a \( Q'' \) which is also minimally and properly reducing.

Since in the end we are interested in the connection of output nulling controllability subspaces with a stable proper rational function, we would like to drop the minimality assumption on the reduction; so, it might be tempting to deduce that, given \( K, G_2 \) and \( Q', Q'' \) which are proper but not minimal and satisfy the usual coprimeness conditions with \( K \), a controlled invariant subspace is uniquely determined. Unfortunately this is not true, for the following reason: suppose \( Q' \) reduces minimally and properly \( K \), so that \( KQ' = Q'K \). Let now \( Q'_1 \) be skew-prime with \( K_- \) and such that \( H(Q') \subset \ker \ G_2 \). Let \( K_- \) be such that

\[ K_+Q'_1 = Q'_1K_- \]

then, since \( H(K_-) \subset \ker \ G_2 \), also \( Q'_1Q' \) reduces \( K \). The reduction, by definition, will not be minimal, but if the degree of \( Q \) is less than the degree of \( K \) it is generically possible to choose \( Q'_1 \) so that the reduction of \( K \) by \( Q'_1Q' \) is proper and the degree of \( K \) equals that of \( Q'_1Q' \). But this operation can be performed independently on \( Q''Q'_1 \), obtaining again a proper but non minimal reduction and again we can assume that \( K \) and \( Q''Q'_1 \) have the same degree. Let \( Q''Q'_1 \) be such that \( Q''Q'_1K_- = KQ''Q'_1 \) and the reduction is proper. Now the degree of \( G_1Q'_1Q''Q'_1 \) will be equal to \( \deg Q'_1 + \deg Q' + \deg Q'' \) and thus strictly greater than the degree of \( K_- \). Thus \( P_{H(K_-)}H(Q'_1Q''Q'_1K_) \) cannot be injective. In other words, the functions \( Q'_1Q' \) and \( Q''Q'_1 \) cannot be associated with a stable proper rational function. But there is a small technical definition which allows us to circumvent this problem.

**Definition 2:** Let \( Q' \) and \( Q'' \) be reducing for \( K \) w.r.t. \( G_2 \), with \( Q' \) and \( K \) left coprime and \( Q'' \) and \( K \) right coprime. We say that \( Q' \) and \( Q'' \) are simultaneously proper if, defining

\[ K_+ := Q''(K \vee Q'' \vee K)^* \]

\[ Q'' := (Q'' \vee K)K_+^* \]

\[ Q_+ := Q'Q''G_1 + G_2 \]

we have that \( P_{H(K_+)}|H_r(Q_+) \) is injective.

**Theorem 4:** Suppose that \( Q' \) and \( Q'' \) are reducing for \( K \) with respect to \( G_2 \), and that the coprimeness relations

\[ Q' \land R K = I \quad Q'' \land L K = I \]
hold. Suppose moreover that \( Q' \) and \( Q'' \) are simultaneously proper. If \( G_2 \) is maximal, then the space

\[
\mathcal{R} := I_{A,B}^\perp \left( P_{H_r(K)} H_r(Q') \cap P_{H_r(K)} H_r(\bar{Q}'') K \right)
\]

is a controllability subspace with respect to \( G_2 \)

**Proof:** Observe first that, since \( Q' \) and \( Q'' \) are reducing, \( K_- \) and \( K_+ \) are in \( \text{Ker} \ G_2 \). Next, define \( Q'_e \) as the inner function associated to the coinvariant subspace \( H_e(Q') \cap G_1 H^2 \). Then setting

\[
Q'_e := Q'_{e} Q'
\]

we have by construction that \( H(Q_e) \cap G_1 H^2 = 0 \). Moreover, since, in view of maximality of \( G_2 \), it is \( Q_e G_2 = G_2 \), we claim that \( B G_2 = P_{\bar{Q}_e} P_{e}^{-1} B G_2 \), where

\[
Q_e = \begin{pmatrix}
A_e & B_e \\
-B^* B_e & I
\end{pmatrix}
\quad \text{and} \quad Q_1 = \begin{pmatrix}
A_i & B_i \\
-B_i B_e & I
\end{pmatrix}
\]

In fact, we can write

\[
Q' = Q'_{e} Q'_e = \begin{pmatrix}
A_e & B_e \\
-B^* B_e & I
\end{pmatrix}
\begin{pmatrix}
A_i & B_i \\
-B_i B_e & I
\end{pmatrix}
= \begin{pmatrix}
A_e A_i & A_e B_i \\
-B_e B_i A_e & -B_e B_i I
\end{pmatrix}
\]

So, since \( Q'_e G_2 = G_2 \), it is \( G_2 B_e B_e^* = 0 \) or equivalently

\[
P_{e}^{-1} B G_2 = \begin{bmatrix}
P_{e}^{-1} B_e G_2 \\
0
\end{bmatrix}
\]

From the usual relation

\[
A P_{KQ'} + P_{KQ'} A^* + B B^*_e = 0
\]

applied to the cascade \( Q'_e Q'_e \) we get

\[
A [P_{KQ'}^* P_{KQ'}] + [P_{KQ'}^* P_{KQ'}] A^* = -P_{e}^{-1} B_e B_e^* \\
+ B [B_e^* B_e^*] = 0
\]

Therefore \( P_{KQ'} \) satisfies

\[
P_{KQ'} A_{e} + B B_{e}^* = 0
\]

i.e. \( P_{KQ'}^* = P_{KQ'} \). In conclusion

\[
P_{KQ'} P_{e}^{-1} B G_2 = [P_{KQ'}^* P_{KQ'}] \begin{bmatrix}
P_{e}^{-1} B_e G_2 \\
0
\end{bmatrix} = P_{KQ'} P_{e}^{-1} B_e G_2
\]

as claimed. In view of Lemma 5, \( Q'_e \) is reducing. It is obviously properly reducing and it is minimal by construction. Therefore \( R = I_{A,B}^\perp P_{H_r(K)} H_r(Q'_e) \) is a controllability subspace. An analogous argument shows that

\[
R = I_{A,B}^\perp P_{H_r(K)} H_r(\bar{Q}'') K
\]

is the controllability subspace with respect to \( G_2 \). In conclusion, since

\[
P_{H_r(K)} H_r(Q') = P_{H_r(K)} [H_r(Q'_e) \oplus H_r(Q''_e)]
\]

and

\[
P_{H_r(K)} H_r(Q''_e) K = P_{H_r(K)} [H_r(Q''_e) \oplus H_r(\bar{Q}'') Q''_e] K
\]

we have

\[
\mathcal{R} \subset I_{A,B}^\perp (P_{H_r(K)} H_r(Q') \cap P_{H_r(K)} H_r(\bar{Q}'') K)
\]

To see the reverse inclusion, we claim that

\[
\dim [P_{H_r(K)} H_r(Q') \cap P_{H_r(K)} H_r(\bar{Q}'') K] \leq \deg Q''_2
\]

We recall first that if \( M, N \) are subspaces of a Hilbert space \( L \), \( (M \cap N) = M^\perp \vee N^\perp \), and \( (M \cap N)_M = P_M N^\perp \), where the subscript \( M \) in the notation \( (M \cap N)_M \) indicates that the orthogonal complement has to be taken in \( M \).

In view of the above projection formulas, we can write

\[
[P_{H_r(K)} H_r(Q')] Q'' = P_{H_r(K)} Q'' H_2(Q') Q'' = (H_r(K) Q'' \cap H_2^2 Q' Q'')^\perp_{H_r(K) Q''} = (H_r(K) Q'' \cap H_2^2 Q' Q'')^\perp_{H_r(K) Q''}
\]

and

\[
[P_{H_r(K)} H_r(Q''_e)] K Q'' = P_{H_r(K) Q''} H_r(Q''_e) K + (P_{H_r(K)} H_r(Q''_e)) K Q'' = (H_r(K) Q'' \cap H_2^2 [Q''_e]) K Q'' = (H_r(K) Q'' \cap H_2^2 K^+_r)_{H_r(K) Q''}
\]

Therefore

\[
P_{H_r(K)} H_r(Q') Q'' \cap P_{H_r(K)} H_r(Q''_e) K Q''
\]

\[
= (H_r(K) Q'' \cap H_2^2 Q' Q'')^\perp_{H_r(K) Q''} \cap (H_r(K) Q'' \cap H_2^2 K^+_r)_{H_r(K) Q''}
\]

\[
= ([H_r(K) Q'' \cap H_2^2 Q' Q'' \cap R]) \cup (H_r(K) Q'' \cap H_2^2 K^+_r)_{H_r(K) Q''}
\]

\[
\subset [H_r(K) Q'' \cap (H_2^2 Q' Q'' \cup H_2^2 K^+_r)]_{H_r(K) Q''}
\]

\[
= [H_r(K) Q'' \cap [L^2 G_1 \vee H_2^2 R]_{H_r(K) Q''}
\]

\[
\subset [H_r(K) Q'' \cap L^2 G_1]_{H_r(K) Q''}
\]

where we have used the fact that the injectivity of \( P_{H_r(K)} H_r(Q') \) implies that \( H_2^2 Q_1 G_1 \cap H_2^2 K_+ G_1 = L^2 G_1 \) (see Theorem 4.1 in Fuhrmann and Gombani 1998). Therefore

\[
\dim (P_{H_r(K)} H_r(Q') \cap P_{H_r(K)} H_r(Q''_e) K)
\]

\[
\leq n \dim (H_r(K) Q'' \cap L^2 G_1)
\]
Thus

\[ \dim (H_r(K)Q'' \cap L^2 G_1) \geq \dim [(H_r(K)Q'' \oplus H_r(Q'')) \cap L^2 G_1] - \dim H_r(Q'') \]

\[ = \dim [(H(Q''))K_+ \oplus H(K_+)) \cap L^2 G_1] - \dim H_r(Q'') \]

\[ = \dim [H_r(Q'') \cap L^2 G_1] + n - \dim H_r(Q'') \]

\[ = \dim [H_r(Q''_1) \cap L^2 G_1] + n - \dim H_r(Q'') \]

since \( \dim H_r(Q''_1) = \dim H_r(Q'') - H_r(Q''). \) Thus

\[ \dim (P_{H_r(K)}H_r(Q'') \cap P_{H_r(K)}H_r(Q''_1)K) \leq \dim H_r(Q''_1) = \dim H_r(Q''_1) \]

as wanted. \( \Box \)

**Theorem 5:** Let \( W \) be a proper rational function (typically a spectral factor) and let

\[ \hat{W} = (\hat{W}_- \ 0)Q, \quad (\hat{W}_+ \ 0)Q'' \]

be the outer–inner and maximum-phase inner factorizations of \( W \). Then the supremal controllability subspace \( \mathcal{R}^* \) which is output nulling for \( W \) is

\[ \mathcal{R}^* := \mathcal{I}_{A,B}^\dagger (P_{H_r(K)}H_r(Q') \cap P_{H_r(K)}H_r(Q''_1)K) \] (74)

where \( \hat{Q''} \) is defined as

\[ \hat{Q''} = K^*[K \vee_R Q''] \]

Thus

\[ \mathcal{R}^* = \text{Im} \ P_{KQ'} \cap \text{Im} \ P_{KQ''} \]

**Proof:** In view of Theorem 2, \( \mathcal{R}^* \) is contained in the right-hand side of (74); thus we only need to show that this right-hand side is itself a controllability output nulling subspace. But since \( W \) is a proper rational function, \( \hat{Q'} \) and \( \hat{Q''} \) are simultaneously proper in view of Lemma 8; in view of Lemma 4, this space is output nulling; Theorem 4 eventually implies that it is a controllability subspace. \( \Box \)

The phase function of a spectral density is defined by means of its maximum and minimum-phase spectral factor as the function

\[ T = K_+Q^*_+ = Q^*_+K_+ \]

where \( K_- \) and \( K_+ \) are the DSS factors of the minimum-phase and maximum-phase factors \( W_- \) and \( W_+ \) respectively; \( Q_+ \) and \( Q_- \) are the maximal inner divisors of \( W_+ \) (i.e. \( W_+ = W_-Q_- \) and \( W_+ \).) (see figure 2). The phase function of an arbitrary spectral factor \( W \) is the phase function of the associated density \( \Phi = WW^* \). In practice, a phase function is any all-pass function which can be expressed as \( T = K_+Q^*_+ \) with \( K_+ \) and \( Q_+ \) inner and such that \( P_{H(K_+)}H(Q_+) \) is injective. A natural question which can be asked is which spectral factors have the same phase function. We can give a simple answer to this problem.

**Theorem 6:** Suppose on all-pass function \( T = K_+Q^*_+ \) is given with \( K_+ \), \( Q_+ \) inner; let

\[ \hat{T} = \left( \begin{array}{c|c} A_+ & B_+ \\ \hline -B_+^*P_+^{-1} & I \end{array} \right) \]

and \( \hat{Q}_+ = \left( \begin{array}{c|c} A_{Q_+} & B_{Q_+} \\ \hline -B_{Q_+}^*P_{Q_+}^{-1} & I \end{array} \right) \)

then a maximum phase factor \( W_+ \) has phase function \( T \) if and only if

\[ W_+ = \left( \begin{array}{c|c} A & B \\ \hline C & D \end{array} \right) \]

with \( A, B \) as in the realization of \( K_+ \)

\[ D^{-1}C = B_{Q_+}^*P_{Q_+}^* \]

(75)

where \( P_{K,Q_+} \) satisfies

\[ AP_{K,Q_+} + P_{K,Q_+}A_{Q_+}^* + BB_{Q_+}^* = 0 \]

**Proof:** The function \( K_+ \) is the DSS factor of \( W_+ \) and therefore \( A \) and \( B \) can be chosen to be equal to \( A_+ \) and \( B_+ \). Condition (75) then follows from Lemma 4 after noting that all zeros of \( W_+ \) are, by construction, unstable and that \( D \) is left invertible since the factor is maximum phase. \( \Box \)

Observe that, in the above theorem, no assumption on coprimeness of \( T_+ \) and \( Q_+ \) is made, so that the spectral factor might not be minimal (choose for instance \( Q_+ = K_+ \)). To get minimal factors we will need to assume that \( K_+ \) and \( Q_+ \) are right coprime.

### 5. Unstable transfer functions

So far, we have only considered stable transfer functions. As we said in the beginning, this is mainly due to expository reasons, since the main ideas are already present in the Hardy space setting. We proceed now to extend the previous results to the unstable case.

We need to introduce some further notation, since \( W \) will be now unstable. The idea is to keep the previous notation, with an overline, for the antistable factors and inner functions related to them; but we will indicate by
Lemma 11: Let

\[ K = \left( \begin{array}{c|c} A & B \\ \hline -B^*P^{-1} & I \end{array} \right) \]

be a minimal realization of the inner function \( K \). There exists a bijective correspondence between right inner divisors \( K_\alpha \) of \( K \) and non-negative definite solutions \( X_\alpha \) of the control homogeneous Riccati equation (CHRE)

\[ A^*X_\alpha + X_\alpha A + X_\alpha BB^*X_\alpha = 0 \tag{76} \]

given by the relation

\[ K_\alpha = \left( \begin{array}{c|c} A & B \\ \hline -B^*X_\alpha & I \end{array} \right) \tag{77} \]

Similarly, there exists a bijective correspondence between left inner divisors \( K_\beta \) of \( K \) and solutions \( Y_\beta \) of the filtering homogeneous Riccati equation (FHRE)

\[ AY_\beta + Y_\beta A^* + Y_\beta P^{-1}BB^*P^{-1}Y_\beta = 0 \tag{78} \]

given by the relation

\[ K_\beta = \left( \begin{array}{c|c} A & Y_\beta B \\ \hline -B^*P^{-1} & I \end{array} \right) \tag{79} \]

We now use the above result to extend Lemma 3 to projection onto a subspace of a coinvariant subspace.

Lemma 10: Let

\[ Q' = \left( \begin{array}{c|c} A & B \\ \hline -B^*P^{-1} & I \end{array} \right) \]

Suppose \( P_{Q/K} \) is the solution to

\[ AP_{Q/K} + P_{Q/K}A^* + BB^* = 0 \]

Then

\[ P_{H,(K_\alpha)K_\beta}H(Q') = P_{Q/K}X_\alpha(sI - A)^{-1}B \]

where \( X_\alpha \) is the solution to the homogeneous Riccati equation

\[ A^*X_\alpha + X_\alpha A + X_\alpha BB^*X_\alpha = 0 \]

corresponding to the left factor \( K_\alpha \) as in (77).

Similarly

\[ P_{H,(K_\alpha)K_\beta}H(Q') = P_{Q/K}X_\beta(sI - A)^{-1}B \]

where \( X_\beta := P^{-1} - X_\alpha \).

(2) Similarly, let

\[ Q'' = \left( \begin{array}{c|c} A & B \\ \hline -B^*P^{-1} & I \end{array} \right) \]

be inner. Suppose \( Q_{KQ''} \) is the solution to

\[ AQ_{KQ''} + Q_{KQ''}A^* + P^{-1}BB^*P^{-1} = 0 \]

Then

\[ P_{H,(K_\alpha)K_\beta}H(Q'') = P^{-1}B^*(sI - A)^{-1}Y_\beta Q_{KQ''} \]

where \( Y_\beta \) is the solution to the homogeneous Riccati equation

\[ AY_\beta + Y_\beta A^* + Y_\beta P^{-1}BB^*P^{-1}Y_\beta = 0 \]

corresponding to the left factor \( K_\beta \) as in (79).

Similarly

\[ P_{H,(K_\alpha)K_\beta}H(Q'') = P^{-1}B^*(sI - A)^{-1}Y_\alpha Q_{KQ''} \]

where \( Y_\alpha := P - Y_\beta \).

Moreover, it is

\[ X_\alpha P = P^{-1}X_\alpha \quad X_\beta P = P^{-1}X_\beta \tag{80} \]

Proof: Again we can assume that \( K \) has realization the cascade of \( K_\beta \) and \( K_\alpha \), i.e.

\[ K = \left[ \begin{array}{c|c} A & B \\ \hline -B^*P^{-1} & I \end{array} \right] \]

with

\[ A = \left( \begin{array}{c|c} A_\alpha & 0 \\ \hline -B_\beta B^*P^{-1} & A_\beta \end{array} \right) \quad B = \left[ \begin{array}{c} B_\alpha \\ B_\beta \end{array} \right] \quad P = \left[ \begin{array}{c|c} P_\alpha & 0 \\ \hline 0 & P_\beta \end{array} \right] \]

Then, in view of Lemma 3,
\[ \mathbf{P}_{H(K)} \xi^*(sI - A)^{-1} \mathbf{B} = \xi^* \mathbf{P}_{Q,K} \mathbf{P}^{-1} (sI - A)^{-1} \mathbf{B} \]

\[ = \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} (sI - A)^{-1} \mathbf{B} \]

\[ + \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & P_{\beta}^{-1} \end{bmatrix} (sI - A)^{-1} \mathbf{B} \]

\[ = \xi^* \mathbf{P}_{Q,K} p_{\alpha}^{-1} (sI - A_{\alpha})^{-1} \mathbf{B}_{\alpha} \]

\[ + \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & P_{\beta}^{-1} \end{bmatrix} [- (sI - A_{\beta})^{-1}] \]

\[ \times B_{\beta} p_{\alpha}^{-1} (sI - A_{\alpha})^{-1} \mathbf{B}_{\alpha} + (sI - A_{\beta})^{-1} \mathbf{B}_{\beta} \]

\[ = \xi^* \mathbf{P}_{Q,K} p_{\alpha}^{-1} (sI - A_{\alpha})^{-1} \mathbf{B}_{\alpha} \]

\[ + \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & P_{\beta}^{-1} \end{bmatrix} (sI - A_{\beta})^{-1} \]

\[ \times B_{\beta} [-B_{\beta} p_{\alpha}^{-1} (sI - A_{\alpha})^{-1} \mathbf{B}_{\alpha} + I] \]

\[ = \mathbf{P}_{H(K)} \xi^*(sI - A)^{-1} \mathbf{B} + \mathbf{P}_{H(K)} \xi^*(sI - A)^{-1} \mathbf{B} \]

where the first term in the last line derives again from Lemma 3 and the second term follows from orthogonality of the decomposition. So

\[ \mathbf{P}_{H(K)} \xi^*(sI - A)^{-1} \mathbf{B} = \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} (sI - A)^{-1} \mathbf{B} \]

and

\[ \mathbf{P}_{H(K)} \xi^*(sI - A)^{-1} \mathbf{B} = \xi^* \mathbf{P}_{Q,K} \begin{bmatrix} 0 & 0 \\ 0 & P_{\beta}^{-1} \end{bmatrix} (sI - A)^{-1} \mathbf{B} \]

Observe now that

\[ \begin{bmatrix} P_{\alpha}^{-1} & 0 \\ 0 & 0 \end{bmatrix} \]

is the solution to the homogeneous Riccati equation corresponding to \( H(K) \). Thus the conclusion.

The dual statement is proved analogously. Equalities (80) follow from the fact that \( X_{\beta} = P^{-1} - X_{\alpha} \), \( Y_{\alpha} = P - Y_{\beta} \) and in the given basis

\[ Y_{\beta} = \begin{bmatrix} 0 & 0 \\ 0 & P_{\beta} \end{bmatrix} \]

The proof is then by inspection.

In the previous sections we often used the uniqueness of the solution to a Lyapunov equation associated with the controllable pair of a minimal realization

\[ W = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \]

of \( W \). But the extension to unstable \( W \) may lead to a lack of this uniqueness if some of poles of \( W \) and \( W^* \) coincide. We will therefore assume that in the sequel that this never happens, i.e. \( W \) has unmixing poles. Similarly we will assume that the matrix \( A \) has unmixing spectrum, i.e. \( \sigma(A) \cap \sigma(-A^*) = \emptyset \).

**Lemma 12**: Let \((A,B)\) be a controllable pair and suppose moreover that \( A \) has unmixing spectrum; let \( X_+ \) and \( X_- \) be the maximal non-negative definite solutions to

\[ A^* X + X A + XBB^*X = 0 \]

and

\[ A^* X + XA - XBB^*X = 0 \]

Then, setting \( \hat{A} := A - BB^*X \), the solution \( \hat{P} \) to

\[ \hat{A} \hat{P} + \hat{P} A^* + BB^* = 0 \]

is \( \hat{P} = (X_+ + X_-) \).

**Proof**: We can write

\[ P^{-1} \hat{A}^* + \hat{A} P^{-1} + P^{-1}BB^* \hat{P}^{-1} \]

\[ = (A^* - X_- BB^*) (X_+ + X_-) + (X_+ + X_-) (A - BB^*X_-) \]

\[ + (X_+ + X_-)BB^* (X_+ + X_-) \]

\[ = A^* X_+ + A_+ X_- + X_- BB^* X_+ - X_- BB^* X_- \]

\[ + X_+ A + X_+ A - X_- BB^* X_+ - X_- BB^* X_- \]

\[ + X_- BB^* X_+ + X_- BB^* X_+ + X_- BB^* X_+ + X_- BB^* X_- \]

\[ = A^* X_+ + X_+ A + X_+ BB^* X_+ \]

\[ + A^* X_+ + X_+ A - X_- BB^* X_- \]

\[ = 0 \]

as wanted.

We now go back to unstable factors. Let \( K, K^* \) be inner functions. Define the subspace \( H_K(K^*, K^*) \) of \( L^2 \) by

\[ H_K(K^*, K^*) := H_K(K^*) \oplus H_K(K) \] (81)

Then we have the following version of Lemma 2.

**Lemma 13**: Let \( K, K^* \) be \( m \times m \) rational matrix inner functions and let

\[ K = \begin{pmatrix} A_K & B_K \\ C_K & D_K \end{pmatrix}, \ K^* = \begin{pmatrix} A_{K^*} & B_{K^*} \\ C_{K^*} & D_{K^*} \end{pmatrix} \] (82)

be minimal realizations of dimensions \( n_K, n_{K^*} \), respectively, and such that \( \sigma(A_K) \cap \sigma(-A_{K^*}) = \emptyset \). Then, with \( n = n_K + n_{K^*} \), we have that:

(1) a representation of \( H_K(K, K^*) \) is given by
\[ H_r(\mathcal{K}, \mathcal{K}^*) = \left\{ \xi^* \left[ sI - \begin{pmatrix} -P K A K^{-1} P K^{-1} & 0 \\ 0 & A_\mathcal{K} \end{pmatrix} \right]^{-1} \times \begin{pmatrix} B_K \\ B_\mathcal{K} \end{pmatrix} \mid \xi \in \mathbb{C}^n \right\}. \] (83)

(2) A representation of \( H_r(\mathcal{K}, \mathcal{K}^*) \) is given by
\[ H_r(\mathcal{K}, \mathcal{K}^*) = \left\{ \begin{pmatrix} B K^* P K^{-1} \\ -B K^* P K^{-1} \end{pmatrix} \times \left[ sI - \begin{pmatrix} -P K A K^{-1} P K^{-1} & 0 \\ 0 & A_\mathcal{K} \end{pmatrix} \right]^{-1} \xi \mid \xi \in \mathbb{C}^n \right\}. \] (84)

**Proof:** Remembering that if
\[ \mathcal{K} = \begin{pmatrix} A K \\ -B K^* P K^{-1} \end{pmatrix} \begin{pmatrix} B K \\ I \end{pmatrix} \]
then
\[ \mathcal{K}^* = \begin{pmatrix} -A^* K \\ B^* P K^{-1} B K \end{pmatrix} \begin{pmatrix} B K \\ I \end{pmatrix} \]
the result for (1) immediately follows from Lemma 2 applied to \( H_r(\mathcal{K}) \) and \( H_r(\mathcal{K}^*) \). The proof for (2) follows by duality. \( \square \)

The space \( H(\mathcal{K}, \mathcal{K}) \) has a very simple representation.

**Lemma 14:** Let \( (A, B) \) be a controllable pair where \( A \) has unmixing spectrum. Then there exist inner functions \( \mathcal{K} \) and \( \mathcal{K}^* \) such that
\[ \{ \xi^* (sI - A)^{-1} B, \xi \in \mathbb{C}^n \} = H(\mathcal{K}, \mathcal{K}) \]

**Proof:** We can clearly block diagonalise \( A \) so that
\[ A = \begin{pmatrix} A_+ & 0 \\ 0 & A_- \end{pmatrix} \]
with \( A_+ \) antistable and \( A_- \) stable. If
\[ B = \begin{pmatrix} B_+ \\ B_- \end{pmatrix} \]
is a conformal partition of \( B \), then setting
\[ \mathcal{K} = \begin{pmatrix} A_- & B_+ \\ -B K^* P K^{-1} & I \end{pmatrix} \]
and \[ \mathcal{K}^* = \begin{pmatrix} A^* K & B_+ \\ B K^* P K^{-1} & I \end{pmatrix} \]
we get the result.

We need now the following representation result, see Theorem 5.1 in Fuhrmann (1995).

**Lemma 15:** Let \( (A, B) \) be a controllable pair where \( A \) has unmixing spectrum and let \( \mathcal{K}, \mathcal{K}^* \) be defined as in Lemma 14; set \( \tilde{\mathcal{K}} := \mathcal{K} \mathcal{K} \). Then there exists a realization
\[ \tilde{\mathcal{K}} = \begin{pmatrix} A K \\ -B K^* P K^{-1} \end{pmatrix} \begin{pmatrix} B K \\ I \end{pmatrix} \]
such that
\[ A K = A - B B^* X K \quad B K = B \] (85)
where \( X K \) is the maximal solution to
\[ A^* X + X A - X B B^* X = 0 \]
moreover
\[ (sI - A)^{-1} B = (sI - A K)^{-1} B K^* \]
(86)

**Proof:** Let
\[ \mathcal{K} = \begin{pmatrix} A K \\ -B K^* P K^{-1} \end{pmatrix} \begin{pmatrix} B K \\ I \end{pmatrix} \quad \text{and} \quad \tilde{\mathcal{K}} = \begin{pmatrix} A K \end{pmatrix} \begin{pmatrix} B K \\ I \end{pmatrix} \]
Thus we can always assume that, after a change of coordinates in \( H_r(\mathcal{K}, \mathcal{K}^*) \), the realization is the cascade of the two inner functions, i.e.
\[ A K = \begin{pmatrix} A K & 0 \\ -B K^* P K^{-1} & A_\mathcal{K} \end{pmatrix} \quad B K = \begin{pmatrix} B K \\ B_\mathcal{K} \end{pmatrix} \]
Then, in view of the fact that
\[ A K P K + P K A K^* + B K B K^* = 0 \]
it is easily seen that
\[ K^* = \begin{pmatrix} -A^* K \\ B K^* P K^{-1} B K \end{pmatrix} \begin{pmatrix} P K^{-1} B K \\ I \end{pmatrix} = \begin{pmatrix} A K + B K^* B K^* P K^{-1} B K \\ B K^* P K^{-1} \end{pmatrix} \begin{pmatrix} B K \\ B_\mathcal{K} \end{pmatrix} \]
Finally, the Riccati solution corresponding to \( \mathcal{K} \) is easily seen to be
\[ X K = \begin{pmatrix} P K^{-1} & 0 \\ 0 & 0 \end{pmatrix} \]
Therefore
\[ B B^* X = \begin{pmatrix} B K B K^* P K^{-1} \\ B K B K^* P K^{-1} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} \]
and this shows (85). To see (86) we can write the following chain of equalities for the basis of \( H_r(\mathcal{K}, \mathcal{K}^*) \)
Lemma 16: Let
\[
\hat{K} = \mathcal{K}_{\hat{K}} = \begin{pmatrix} A_{\hat{K}} & B_{\hat{K}} \\ I & 0 \end{pmatrix} \begin{pmatrix} A + B_{\hat{K}}B^*_{\hat{K}}P^{-1}_{\hat{K}} & B_{\hat{K}} \\ -B^*_{\hat{K}}P^{-1}_{\hat{K}} & I \end{pmatrix} \begin{pmatrix} A_{\hat{K}} & B_{\hat{K}} \\ I & 0 \end{pmatrix}
\]
be an inner function where \( A_{\hat{K}} \) has unmixing spectrum.

- Let \( Q' \) be inner and suppose it is right coprime with \( \hat{K} \). Denote the skew-prime factors by \( Q' \) and \( \hat{K} \), i.e.

\[
Q' \hat{K} = \hat{K} Q'
\]

Then, if \( X_{\hat{K}} \) is the solution to (76) there exists a realization

\[
Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ -B^*_{Q'}P^{-1}_{Q'} & I \end{pmatrix}
\]

with

\[
A_{Q'} = A_{Q'}^* - B_{Q'}^* X_{\hat{K}} B_{\hat{K}}
\]

where \( P_{\hat{K}Q} \) is the solution to

\[
A_{\hat{K}} P_{\hat{K}Q} + P_{\hat{K}Q} A_{\hat{K}}^* + B_{\hat{K}}^* = 0
\]

- Let \( Q'' \) be inner and suppose it is left coprime with \( \hat{K} \). Denote the skew-prime factors by \( Q'' \) and \( \hat{K}_+ \), i.e.

\[
\mathcal{K} Q'' = \mathcal{K}^* \mathcal{K}_+
\]

Then, if \( X_{\hat{K}} = P^{-1}_{\hat{K}} - X_{\hat{K}} \), here exists a realization

\[
Q'' = \begin{pmatrix} A_{Q''} & -Q^{-1}_{Q''}C_{Q''} \\ C_{Q''} & I \end{pmatrix}
\]

with

\[
A_{Q''} = A_{Q''}^* - C_{Q''}^* B_{\hat{K}}^* X_{\hat{K}} P_{\hat{K}} Q_{\hat{K}Q''}
\]

where \( Q_{\hat{K}Q''} \) is the solution to

\[
A_{\hat{K}}^* Q_{\hat{K}Q''} + Q_{\hat{K}Q''} A_{\hat{K}} + P^{-1}_{\hat{K}} B_{\hat{K}}^* C_{\hat{K}Q''} = 0
\]

Proof: Since \( Q' \), in view of Lemma 3 applied to \( Q' \) and \( \hat{K} \) is given by

\[
Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ x & x \end{pmatrix}
\]

where \( A_{Q} = A_{Q}^* \) and \( B_{Q} = B_{Q}^* - P_{\hat{K}Q}^* P^{-1}_{\hat{K}} B_{\hat{K}} \) and

\[
\mathcal{H}_{\hat{K}} \mathcal{H}^* (sI - A_{\hat{K}})^{-1} B_{\hat{K}} = \mathcal{H}^* P_{\hat{K}Q}^* P^{-1}_{\hat{K}} (sI - A_{\hat{K}})^{-1} B_{\hat{K}}
\]

But it is also, in view of Lemma 11

\[
\mathcal{H}_{\hat{K}} \mathcal{H}^* (sI - A_{\hat{K}})^{-1} B_{\hat{K}} = \mathcal{H}^* P_{\hat{K}Q}^* X_{\hat{K}} (sI - A_{\hat{K}})^{-1} B_{\hat{K}}
\]

Multiplying both expressions on the right by \( s^2 \) and taking the limit at infinity, we obtain

\[
P_{\hat{K}Q}^* P^{-1}_{\hat{K}} B_{\hat{K}} = P_{\hat{K}Q}^* X_{\hat{K}} B_{\hat{K}}
\]

which achieves the proof.

For the dual statement, let \( Y_{\hat{K}} \) be the solution to (78). Then, in the same manner as before, using the dual statements in Lemmas 3 and 11 we get

\[
C_{Q''} = C_{\hat{K}Q''} - B P^{-1}_{\hat{K}} Y_{\hat{K}} Q_{\hat{K}Q''}
\]
Applying (80) we get the result.

Lemma 17: Let \((A, B)\) be a controllable pair such that \(A\) has unmixing spectrum and let \(K\) and \(\bar{K}\) be the inner such that \(H_r(\bar{K}, K) = \text{span}\{(sI - A)^{-1}B\}; \) let then \(\bar{K} := \bar{K}K\). Then

1. \(\mathcal{V}\) is an antistabilizable, controlled invariant subspace if and only if there exists

\[
Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ B_{Q'} & I \end{pmatrix}
\]

such that

\[
\mathcal{V}_+ = I_{A, B}P_{H_r(\bar{K},K)}H(Q')K^* \tag{87}
\]

If we set

\[
A_{Q'} := A_{Q'}, \quad B_{Q'} := B_{Q'} - P_{\bar{K}K}X_K^*B_K
\]

then we have \(\mathcal{V}_+ = \text{Im } P_{\bar{K}K}Q'\), where \(P_{\bar{K}K}\) is the solution to

\[
AP_{\bar{K}K} + P_{\bar{K}K}A_{Q'} + BB_{Q'} = 0 \tag{88}
\]

2. \(\mathcal{V}_-\) is a stabilizable, controlled invariant subspace if and only if there exists an inner function

\[
Q'' = \begin{pmatrix} A_{Q''} & -Q''C_{Q''}^* \\ C_{Q''} & I \end{pmatrix}
\]

such that

\[
\mathcal{V}_- = I_{A, B}P_{H_r(\bar{K},K)}H(Q'')K^* \tag{89}
\]

If we set

\[
A_{Q''} := A_{Q''}, \quad C_{Q''} := C_{Q''} - B_K^*X_KP_{\bar{K}K}Q''
\]

then we have \(\mathcal{V}_- = \text{Im } Q_{\bar{K}K}Q''\), where \(Q_{\bar{K}K}Q''\) is the solution to

\[
-AQ_{\bar{K}K}Q'' + Q_{\bar{K}K}A_{Q''}Q'' + P_{K}B_{Q''} = 0 \tag{90}
\]

Proof: We have

\[
P_{H_r(\bar{K},K)}(sI - A_{Q''})^{-1}B_{Q''}K^* = P_{\bar{K}K}(sI - A_{Q''})^{-1}B_{Q''}K^*
\]

Let \(X_K\) be the solution to HRE corresponding to \(\bar{K}\). Then, in view of Lemma 15, we can choose \(A_K, B_K\) such that \(A_K = A - BB^*X_K\) and \(B_K = B\) and \(P_{\bar{K}K}Q'' = P_{\bar{K}K}\). Substituting the term in parenthesis with \(B_{Q''}K^*\) yields (88).

Conversely, if \(\mathcal{V}_+\) is antistabilizable controlled invariant, then letting \(X_K\) be the solution to the HRE corresponding to \(K\), we can set \(A_K = A - BB^*X_K\) and \(B_K = B\) and \(\mathcal{V}_-\) is antistabilizable controlled invariant for \((A_K, B_K)\) and we can use Theorem 1 again to get the conclusion.

For the dual statement, we can write again

\[
P_{H_r(\bar{K},K)}(sI - A_{Q''})^{-1}B_{Q''}K^* = P_{\bar{K}K}(sI - A_{Q''})^{-1}B_{Q''}K^*
\]

So, in view of Theorem 1, \(\mathcal{V}_- = \text{Im } P_{\bar{K}K}Q''\) is a stabilizable, controlled invariant subspace for \((A_K, B_K)\) where \(Q_{\bar{K}K}Q''\) satisfies the equality

\[
A_KQ_{\bar{K}K}Q'' + Q_{\bar{K}K}A_{Q''}Q'' + P_{K}B_{Q''}Q'' = 0 \tag{91}
\]

In view of Lemma 15, \(B_K = B\) and

\[
A_K = -P_{K}^{-1}A_KP_{K}^{-1} - BB^*P_{K}^{-1}
\]

that is \(\mathcal{V}_-\) is controlled invariant for \(A, B\) and \(Q_{\bar{K}K}Q'' = Q_{\bar{K}K}Q''\). Substituting the term in parenthesis with \(C_{Q''}\) yields (90).

Conversely, if \(\mathcal{V}_-\) is antistabilizable controlled invariant, then letting \(X_K\) be the solution to the HRE corresponding to \(K\), we can set \(A_K = A - BB^*X_K\) and \(B_K = B\) so that \(\mathcal{V}_-\) is stabilizable controlled invariant for \((A_K, B_K)\) and we can use Theorem 1 again to get the conclusion.

Let now a proper rational function \(W\) with no zeros are the imaginary axis be given; let \(W = W\bar{K}\) be its
Douglas–Shapiro–Shields factorization with $W \in H^\infty$ and let $Q'$ be an inner function skew-prime with $K$. We can then consider the skew-prime factorization

$$Q'K = K_+ Q'$$  \hspace{1cm} (92)

Similarly, let $\bar{W} = W \bar{K}^*$ be its Douglas–Shapiro–Shields factorization with $\bar{W} \in H^\infty$ and let $Q''$ be an inner function skew-prime with $K$. We can then consider the skew-prime factorization

$$\bar{Q}'' \bar{K}_+ = \bar{K} \bar{Q}''$$  \hspace{1cm} (93)

Definition 3: We say that the inner function $Q'$ divides $W$ over $H^\infty_+$ if $W(Q')^* \in H^\infty_+ K^*$. If $Q'$ is maximal, we set $W_- := WQ'^*$. Similarly, we say that $Q''$ divides $W$ over $H^\infty_-$ if $WQ''^* \in H^\infty_- \bar{K}_+$. If $Q''$ is maximal, we set $W_+ := WQ''$.

Figure 4 is an extension of figure 2. We can then state the following theorem.

Theorem 7: Let

$$W = \begin{pmatrix} A & B \\ C & D \end{pmatrix}$$

be a transfer function with no zeros on the imaginary axis and unmixing poles and let $W = W \bar{K}$ be its DSS factorization over $H^\infty$ and let $X_K$ denote the solution to the HRE corresponding to $\bar{K}$. The following statements are equivalent:

- $Q'$ and $K$ are skew-prime and
  $$Q' = \begin{pmatrix} A_{Q'} & B_{Q'} \\ -B_{Q'} \bar{P}^{-1}_{Q'} & I \end{pmatrix}$$
  divides $W$ over $H^\infty_+$.
- $\mathcal{V} = \text{Im } P_{KQ'}$, where $P_{KQ'}$ satisfies
  $$AP_{KQ'} + P_{KQ'} A_{Q'} + B_{Q'}^* B_{Q'} = 0$$
  and $\mathcal{V} \in \text{Ker } (C + DB_{Q'}^* \bar{P}_{KQ'}^*)$, i.e. $\mathcal{V}$ is an antistabilizable, output nulling subspace.

Similarly, let $\bar{W} = W \bar{K}^*$ be the DSS factorization of $W$ over $H^\infty_-$ and let

$$\bar{K} := \bar{K} \bar{K} = \begin{pmatrix} A_K & B_K \\ -B_K \bar{P}^{-1}_K & I \end{pmatrix}$$

and $X_K := P^{-1}_K - X_K$. The following statements are equivalent:

- $Q''$ and $K$ are skew-prime and
  $$Q'' = \begin{pmatrix} A_{Q''} & -Q''_{-C_{Q''}} \bar{Q''} \\ C_{Q''} & I \end{pmatrix}$$
  divides $W$ over $H^\infty_-.$
- $\mathcal{V} = \text{Im } P_{KQ''},$ where $P_{KQ''}$ satisfies
  $$-A_{Q''} X_K Q_{KQ''} + Q_{KQ''} X_{KQ''}^* + P^{-1}_K BB_{Q''}^* \bar{P}^{-1}_{Q''} = 0$$
  and $\mathcal{V} \in \text{Ker } (C + DB_{Q''}^* \bar{P}_{KQ''}^*),$ i.e. $\mathcal{V}$ is a stabilizable, output nulling subspace.

Proof: As usual we can choose $\hat{A} := A - BB_{Q'} X_K$ and $B_K = B$; then we claim that

$$W = \begin{pmatrix} \hat{A} & B \\ C - DB_{Q'} X_K & D \end{pmatrix}$$

In fact

$$W = W \bar{K} = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \begin{pmatrix} \hat{A} & B \\ -B_{Q'} X_K & I \end{pmatrix}$$  \hspace{1cm} (94)
we have used the change of basis

\[
T = \begin{bmatrix} I & 0 \\ -I & I \end{bmatrix}
\]

Now by definition, \( \tilde{Q} \) divides \( W \) if and only if \( WQ \in H^\infty_+ \) where

\[
\tilde{Q} = \begin{pmatrix} \tilde{A} & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}
\]

satisfies relation (92). But this is equivalent, in view of Lemma 4, to the fact that

\[
V \in \text{Ker} \left( C - DB^*X_K + DB^*P_{KQ} \right)
\]

(95)

where \( P_{KQ} \) satisfies

\[
(A - BB^*X_K)P_{KQ} + A_Q^*P_{KQ} + BB^*_Q = 0
\]

(96)

But, in view of Lemma 16, it is \( A_Q' = A_Q \) and \( B_Q' = B_Q - P_{Q'K}X_KB \). So, (96) can be written as

\[
AP_{KQ} + A_Q^*P_{KQ} + BB^*_Q = 0
\]

which entails \( P_{KQ} = P_{KQ'} \); also substitution of \( B_Q' \) in (95) gives that \( \forall \in \text{Ker} \left( C + DB^*X_KP_{KQ} \right) \) and yields the conclusion.

For the second statement, observe that it is

\[
WQ'' = W\overline{Q''} = WQ'\overline{Q'}
\]

and also \( \overline{W} = W\overline{K} \). So, \( Q'' \) divides \( W \) over \( H^\infty_+ \) if and only if \( WQ'' \in H^\infty_+ \). But, reasoning as above

\[
\overline{W} = W\overline{K} = \begin{pmatrix} A^*_K & B \\ C - DB^*X_K & D \end{pmatrix}
\]

\[
\overline{Q} = \begin{pmatrix} A^*_Q & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}
\]

\[
\overline{Q}' = \begin{pmatrix} A_Q & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}
\]

\[
\overline{Q}'' = \begin{pmatrix} A_Q & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}
\]

Thus, again in view of Lemma 4, we have that

\[
\forall \in \text{Ker} \left( C - DB^*X_K - D(C_Q\overline{Q}_{KQ}^# - B^*P^{-1}_K) \right)
\]

\[
= \text{Ker} \left( C - D(C_Q\overline{Q}_{KQ}^# + B^*X_KP_K - B^*)P^{-1}_K \right)
\]

\[
= \text{Ker} \left( C - D(C_Q\overline{Q}_{KQ}^# - B^*X_KP_K)P^{-1} \right)
\]

But if \( \xi \in \forall \), then \( \xi = P_{KQ'\overline{Q}'}Q_{KQ}^#P_{KQ}^{-1} \xi \) and so

\[
0 = (C - D(C_Q\overline{Q}_{KQ}^# - B^*X_KP_K)P^{-1}_K)\xi
\]

\[
= C\xi - D(C_Q - B^*X_KP_KQ_{KQ}^#)\xi
\]

\[
= (C - DC_Q\overline{Q}_{KQ}^#P_{KQ}^{-1})\xi
\]

We have therefore obtained the corresponding results of Lemma 4. We turn now our attention to the controllability subspace.

**Definition 4**: Let \( K, \overline{K}, \overline{Q}' \) and \( \overline{Q}'' \) be inner functions and \( G_2 \) a constant projection matrix on \( \mathbb{C}^n \); set \( \overline{K} := \overline{K} \).

1. We say that \( \overline{Q}' \) reduces \( H_n(\overline{K}, \overline{K}^*) \) on the right (with respect to \( G_2 \)) if \( \overline{Q}' \) reduces \( K \) on the right.
2. Similarly, we say that \( \overline{Q}'' \) reduces \( H_n(\overline{K}, \overline{K}^*) \) on the left (with respect to \( G_2 \)) if \( \overline{Q}'' \) reduces \( K \) on the left.

The reduction is proper and minimal if the corresponding reduction for \( K \) is proper and minimal.

**Lemma 18**: Let

\[
\overline{Q}' = \begin{pmatrix} A_Q & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}, \quad \overline{Q}'' = \begin{pmatrix} A_Q & B_Q \\ -B_Q^*P^{-1}_Q & I \end{pmatrix}
\]

be inner functions and let \( H_n(\overline{K}, \overline{K}^*) = \text{span} \{ \xi^*(sI - A)^{-1}B; \xi \in \mathbb{C}^n \} \). Then

1. \( \overline{Q}' \) reduces \( H_n(\overline{K}, \overline{K}^*) \) on the right (with respect to \( G_2 \)) if and only if

\[
BG_2 = P_{KQ}P^{-1}_QB_QG_2
\]

(97)

where \( P_{KQ} \) satisfies

\[
AP_{KQ} + A_Q^*P_{KQ} + B(B^*_Q - B^*X_KP_K) = 0.
\]

2. \( \overline{Q}'' \) reduces \( H_n(\overline{K}, \overline{K}^*) \) on the left (with respect to \( G_2 \)) if and only if

\[
G_2B^*P^{-1}_Q = G_2B_Q^*\overline{Q}^p_{KQ}G_2
\]

(98)

where \( Q_{KQ}^p \) satisfies

\[
A^*Q_{KQ}^p + Q_{KQ}^pA + P^{-1}_Q(B^*Q_{KQ}^pP^{-1}_Q - B^*X_KP_K) = 0.
\]

**Proof**: The proof is the same as in the stable case, i.e. Lemma 5.

**Theorem 8**: Let \( H_n(\overline{K}, \overline{K}^*) = \text{span} \{ \xi^*(sI - A)^{-1}B; \xi \in \mathbb{C}^n \} \), where \( A \) has unmixing spectrum, and let \( Z \subset X \) and a projection matrix \( G_2 \) be given. The following are equivalent:
Algorithm

6. Algorithm

In view of the previous results, we can present a new algorithm for computing the supremal (anti)stabilizable, output nulling subspace \((\mathcal{V}_*)\), \(\mathcal{V}_+^*\) as well as the supremal output nulling reachability subspace \(\mathcal{R}_*\).

Before stating the result, we need to state simple modifications of two previous results. The first is due to Chen and Francis (1989), and characterizes the existence of a one sided \(H_+^\infty\) inverse.

**Proposition 6:** Assume the rational function \(W\) has minimal realization

\[
\begin{pmatrix}
    A & B \\
    C & D
\end{pmatrix}
\]

Then the following statements are equivalent

1. \(W\) has a left inverse in \(H_+^\infty\).
2. \(D\) is injective and for some \(H\) we have
   a. \(B + HD = 0\).
   b. \(A + HC\) is stable.

If \(H\) is such that (2) is satisfied then a \(H_+^\infty\) left inverse \(W^\ell\) of \(W\) is given by

\[
W^\ell = \begin{pmatrix}
    A + HC & H \\
    D^*C & D^* \\
\end{pmatrix}
\]

where \(D^\ell = (D^*D)^{-1}D^*\).

The second result is adapted from Fuhrmann and Gombani (1998). Given an arbitrary, not necessarily stable, rational transfer function \(W\), we can compute, by state space methods, its dual Lindquist–Picci pair.

**Theorem 9:** Let

\[
W = \begin{pmatrix}
    A & B_1 & B_2 \\
    C & D_1 & 0 \\
\end{pmatrix}
\]

be a \(p \times m\), rational function with no zeros on the imaginary axis and unmixing poles. Assume without loss of generality that \(D\) has full column rank. Let \(Q^-\) and \(Q^+\) be the maximal inner divisors of \(W\) over \(H_+^\infty\) and \(H_-^\infty\); set

\[
W_- := WQ^- \\ W_+ := WQ^+
\]

Then

1. A minimal realization of \(W_-\) is given by

\[
W_- = \begin{pmatrix}
    A & B_1 + \chi_- C^*D(D^*D)^{-1} \\
    C & D \\
\end{pmatrix}
\]

where \(\chi_- \geq 0\) is the stabilizing solution of the Riccati equation

\[
(A - B_1 (D^*D)^{-1}D^*C)\chi + \chi(A^* - C^*D(D^*D)^{-1}B_1^*)
+ B_2 B_2^* - \chi C^*D(D^*D)^{-2}D^*C\chi = 0
\]

i.e. the solution for which

\[
A - B_1 (D^*D)^{-1}D^*C - \chi_- C^*D(D^*D)^{-2}D^*C
\]

is stable. The Riccati equation can be rewritten as

\[
(A + H_- C)\chi_- + \chi_-(A^* + C^*H_-^*) + B_2 B_2^*
+ \chi_- C^*D(D^*D)^{-2}D^*C\chi_- = 0
\]
(2) If $X$ is any solution of the Riccati equation (100), then
\[ \text{Ker } B_2^s = \text{Ker } X \] (102)
Equivalently
\[ \text{Im } B_2 \subset \text{Im } X \] (103)
There exists a linear map $\hat{C}$ for which
\[ B_2 = -X\hat{C}^* \] (104)
(3) A minimal McMillan degree inner function $Q^s$ satisfying $W_0Q^s = W$ is given by
\[ Q^s = \begin{pmatrix} A + H_1C & -X_2C(D*D)^{-1} B_2 \\ (D*D)^{-1}D^*C & I \\ \hat{C} \end{pmatrix} \] (105)
where $\hat{C}$ satisfies (104). The McMillan degree of $Q^s$ is equal to rank $X$. (106)

(4) A minimal realization of $W_0$ is given by
\[ W_0 = \left( \begin{array}{c|c} A & \frac{B_1 + X_2C(D*D)^{-1}}{D} \\ \hline C & D \end{array} \right) \]
where $X_2$ is the antistabilizing solution of the Riccati equation
\[ (A - B_1(D*D)^{-1}D^*C)X_2 + X_2(A* - C*D(D*D)^{-1}B_1^*) + B_2B_2^s - X_2C(D*D)^{-2}D^*CX_2 = 0 \] (107)
i.e. the solution for which
\[ A - B_1(D*D)^{-1}D^*C - X_2C(D*D)^{-2}D^*C \]
is antistable. The Riccati equation can be rewritten as
\[ (A + H_1C)X_2 + X_2(A* + C*D(D*D)^{-1}B_1^*) + B_2B_2^s + X_2C(D*D)^{-2}D^*CX_2 = 0 \] (108)
(5) A minimal McMillan degree inner function $Q''$ satisfying $W_0Q'' = W_0$ is given by
\[ Q'' = \begin{pmatrix} -A^* - C^*H_1^* & C^*D(D*D)^{-1} \hat{C}_2^* \\ (D*D)^{-1}D^*C & I \end{pmatrix} \] (109)
where $\hat{C}_2$ satisfies (104). The McMillan degree of $Q''$ is equal to rank $X$. (109)

**Theorem 10:** Let $W$ be a not necessarily stable transfer function with no zeros on the imaginary axis and unmixing poles. Let
\[ W = \begin{pmatrix} A & B_1 & B_2 \\ C & D & 0 \end{pmatrix} \]
be a minimal realization. Assume w.l.o.g. that $D$ has full column rank. The following algorithm computes $V^s$, $V^*$ and $R^s$.

**Algorithm:**

I. Compute the maximal non-negative definite solution $\chi^s$ of the algebraic Riccati equation
\[ (A - B_1(D*D)^{-1}D^*C)\chi + \chi(A* - C*D(D*D)^{-1}B_1^*) + B_2B_2^s - X_2C(D*D)^{-2}D^*CX_2 = 0 \] (110)
II. Compute the maximal non-positive definite solution $\chi^s$ of the algebraic Riccati equation (110).
III. Set
\[ W_0 = \begin{pmatrix} A & B_1 + X_2C(D*D)^{-1} \\ C & D \end{pmatrix} \]
\[ W_0 = \begin{pmatrix} A & B_1 + X_2C(D*D)^{-1} \\ C & D \end{pmatrix} \]
\[ Q' = \begin{pmatrix} A + H_1C & -X_2C(D*D)^{-1} \hat{C}_2 \\ (D*D)^{-1}D^*C & I \end{pmatrix} \]
\[ Q'' = \begin{pmatrix} -A^* - C^*H_1^* & C^*D(D*D)^{-1} \hat{C}_2^* \\ (D*D)^{-1}D^*C & I \end{pmatrix} \]
\[ \begin{pmatrix} \hat{C}_2 \\ I \end{pmatrix} \]
IV. Find the maximal solutions $X_2$ and $X_2$ to the homogeneous Riccati equations
\[ A^*X + XA = X(B_1B_1^* + B_2B_2^*)X = 0 \]
and
\[ A^*X + XA = X(B_1B_1^* + B_2B_2^*)X = 0 \]
Set $P_{\hat{K}} := X_2 + X_2$.  

\[ \hat{C}_2 \]
V. Solve the Sylvester equations

\[ AP_{KQ'} + P_{KQ'}A_{Q'}^* + BB_{Q'}^* = 0 \]  

and

\[ -AQ_{KQ} + Q_{KQ}A_{Q}^* + P_{K}^{-1} B_{Q}^* C_{Q} = 0 \]  

VI. Compute

\[ V_+ = \text{Im} \; P_{KQ'} \]  

and

\[ V_- = \text{Im} \; P_{KQ}Q_{KQ} \]  

and

\[ R = V_+ \cap V_- = \text{Im} \; P_{KQ'} \cap \text{Im} \; P_{KQ}Q_{KQ} \]

7. Conclusions

We have presented a new approach to geometric control, based on the geometry of Hardy spaces occurring in stochastic realization theory for non-full rank, non-square spectral factors, which concludes the investigation initiated in Fuhrmann and Gombani (1998, 2000). The approach followed here for the study of output nulling subspaces is substantially different from the one in Lindquist et al. (1995), because it considers right zeros and the controllability subspace of \( W \), in general, non-trivial. This allows for a complete description of controlled invariant subspaces, and of the output nulling and controllability subspaces of a given stable transfer function \( W \). A new algorithm for the computation of output nulling and controllability subspaces based on the outer–inner factorization of \( W \) has been introduced. The results are extended to an arbitrary \( W \) (with the quite mild constraint that it has no zeros on the imaginary axis and unmixing poles). Some of these results are being extended to the case of J-spectral factorization, with applications to dissipative systems and robust control (see Gombani and Weiland 2000).
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