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PROGRAM

(Tentative)

Sunday                           14  September, 2008
18:00 - 22:00                   Reception at the Fuhrmanns

                                        23 Tzaftzafa St., Omer; Tel: 08 6469262; 054 5408 446
22:00                             Transportation to Sde Boker
The workshop will take place at:

Institute for Desert Research of BGU, Sde Boker   
Monday                          15  September, 2008  

Morning session 
08:45 - 09:00                   Greetings                 

                                        Miriam Cohen, Director  - Center for Advanced Studies in Mathematics

09:00 - 12:30                   General Session
                                         R.E. Kalman,  D. Hinrichsen, J. Rosenthal, A. Ariel
Afternoon session 
15:00 - 17:30                   General Session 
                                     U. Oberst, V. Vinnikov, E. Zerz
Tuesday                      16  September, 2008 

Morning session           
09:00 - 12:30                   Model Reduction and Approximation
                                         A.C. Antoulas, A. Ferrante, V. Katsnelson, I. Lewkowicz
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Afternoon session

15:00 - 18:00                   Stabilization
                                        A. Quadrat,  A. Feintuch, V. Mehrmann, E. Virnik
Wednesday                      17  September, 2008
Morning session 

09:00 - 12:30                    Approximation and Interpolation Theory  
                                        A. Lindquist,  H. Dym,  J. Karlsson
                                           A. Gombani, , 
14:00 - 22:00                      Excursion 

                                        (Includes dinner)
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Thursday                        18  September, 2008
Morning session 

09:00 - 12:30                  Dissipative Systems and Behaviors 

                                  P. Rapisarda , H. Trentelman, S. Fiaz, J.C. Willems,
Afternoon session          
15:00 - 17:30                  Observers and Linear Systems
                                         Y. Strauss, J. Trumpf, Ch. Dubi
Friday                              19  September, 2008 
Morning session 

09:00 - 12:00                  Model Reduction
                                         G. Michaletzky , P.A. Fuhrmann,  
14:00                             Departure
(All sessions include a coffee break)
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ABSTRACTS

A RECURSIVE APPROACH TO MODEL REDUCTION FROM INPUT/OUTPUT DATA
Thanos Antoulas
Recently Andrew Mayo in his dissertation developed a framework based on the Loewner and shifted Loewner matrices, which permits the computation of an (E,A,B,C,D) reduced-order realization directly from input/output data, for instance frequency response measurements. In this talk we will add recursiveness to this approach thus avoiding singularity issues of (A,E) pencils. This new approach is especially well suited for long data sets.

.
GENERALIZED LINEAR DYNAMIC FACTOR MODELS - A STRUCTURE THEORY

B.D.O. Anderson (ANU) and M. Deistler* (TU Vienna)
In this lecture we present a structure theory for generalized linear dynamic factor models

(GDFM’s). GDMF’s are a combination and generalization of linear dynamic factor

models with strictly idiosyncratic noise and generalized linear static factor models;

they have been proposed and developed in a number of papers by Forni, Lippi, Hallin

and Reichlin and Stock andWatson. GDFM’s provide a way of overcoming the “curse

of dimensionality“ plaguing multivariate time series modelling, provided that the single

time series are similar. They are used in modelling and forecasting for financial and

macroeconomic time series.

We consider a stationary framework; the observations are represented as the sum of

two uncorrelated component processes: The so called latent process, which is obtained

from a dynamic linear transformation of a low-dimensional factor process and which

shows strong dependence of its components, and the noise process, which shows weak

dependence of the components. The latent process is assumed to have a singular rational spectral density. For the analysis, the cross-sectional dimension n, i.e. the number of single time series is going to infinity; the decomposition of the observations into these two components is unique only for n tending to infinity. We present a structure theory giving a state space or ARMA realization for the latent process, commencing  from the second moments of the observations. The main parts are: Factorization of singular rational spectral densities by “tall“ transfer functions, realization of state space and ARMA systems from a finite number of covariances of the latent process and the “averaging out“ of the noise effects for n tending to infinity. Based on this structure theory an estimation procedure is proposed.

ANALYSIS OF THE q-ARY INPUT ADDITIVE WHITE
GAUSSIAN NOISE CHANNEL
Ariel Amir 
University of Zurich

Low-density parity-check (LDPC) codes are a major class of codes studied by the coding community in recent years. In the analysis of the decoding of LDPC codes density evolution plays a prominent role. We will review this technique and systems theoretic aspects when the decoding is on the erasure channel. Next, we investigate how it can be extended when the decoding is on a q-ary input AWGN channel.

SPECTRAL PROPERTIES OF TUPLES OF MATRICES EMBEDDED IN THE CHARACTERISTIC POLYNOMIAL

Chen Dubi

The spectrum and spectral radius of a $n \times n$ matrix is perhaps one of the most important and well studied notions in mathematics. Since the spectrum and spectral radius of a given matrix $A$ can be obtained from the characteristic polynomial of $A$- although applications of the spectral theory advance far beyond linear Algebra- the spectral theory of finite dimensional matrices is algebraic by nature.  Generalizing the notions of spectrum and spectral radius from a single to a tuple of matrices is a hard task. In particular, at present there is no algebraic based method to describe the spectral properties of a tuple of matrices.

In this study, we show that in the special case of 2 x 2 matrices, it is, in a sense, possible to construct an algebraic-polynomial based methodology for analysis of spectral properties of a tuple of matrices.  
LINEAR FRACTIONAL TRANSFORMATIONS IN PONTRYAGIN SPACES

Harry Dym
The Weizmann Institute of Science
STRONG STABILIZATION FOR LINEAR CONTINUOUS TIME,

TIME-VARYING SYSTEMS

Avraham Feintuch

Ben Gurion University

This paper deals with the strong stabilization problem for linear time-varying continuous time systems. The main result is that for such systems internally stabilizable

systems may not be strongly stabilizable. This follows from the fact that the algebra of

stable systems has infinite (Bass) stable rank.

SPECTRUM APPROXIMATION WITH DEGREE CONSTRAINTS

Augusto Ferrante
University of Padova
REGULAR IMPLEMENTABILITY AND STABILIZATION USING CONTROLLERS WITH PRE-SPECIFIED INPUT/OUTPUT PARTITION

Shaik Fiaz
Groningen, The Netherlands
In many cases, certain components of the plant control variables represent plant sensor measurements. In these cases, by physical considerations, not all regular controllers are admissible anymore, and only those controllers are allowed that do not put constraints on these particular plant control variables. In the behavioral framework this is formalized by requiring these plant control variables to be free in the controllers that are allowed. 

In this talk we will deal with the problems of finding necessary and sufficient conditions for a behavior to be regularly implementable using a controller in which an a priori given subset of the plant control variables is free or maximally free, respectively. Conditions derived depends up on the plant behavior, desired behavior and are representation free. 

We also introduce the related problem of stabilization by means of controllers in which an a priori given subset of the control variables is free or maximally free. We derive necessary and sufficient conditions for a system to be stabilizable using these kind of controllers. We resolve all these problems for the full as well as for the partial interconnection case.

TENSOR PRODUCTS, SYLVESTER EQUATIONS AND MODEL REDUCTION
Paul A. Fuhrmann
Ben Gurion University

We outline basic results on the theory of tensor products of vectorial polynomial models over an underlying field F as well as over the ring of polynomials F[z], focusing on concrete, functional, representations for these products. This leads to a polynomial version of the Sylvester equation and its solution in terms of a Bezout equation. Although application of tensor products of models abound, we will single out one application, namely to model reduction. 
RATIONAL  INTERPOLATION METHODS AND THE SYLVESTER EQUATION
Andrea Gombani

LADSEB, Padova

We illustrate here how a simple interpolation formula based on the Sylvester equation can be used to obtain several results:  deterministic partial realization, Kimura-Georgiou parametrization, Antoulas approximation of positive real functions, parametrization of q-Marov COVER, parametrization of Schur interpolants of fixed degree when the Pick matrix is singular. We also use it to derive a simple proof of a result of Bolotnikov and Dym which relates different interpolation problems when the Pick matrix is singular. This is joint work with Gy. Michaletzky.

A GERSHGORIN APPROACH TO ROBUSTNESS ANALYSIS OF COMPOSITE SYSTEMS

Diederich  Hinrichsen
Universitat Bremen, Germany

We consider large scale systems consisting of a finite number of separate uncertain subsystems which interact via uncertain couplings of arbitrarily prescribed structure. Following Gershgorin's approach, the couplings are viewed as structured perturbations of the block-diagonal system representing the collection of the disconnected nominal subsystems. We define spectral value sets (generalized pseudospectra)  and  stability radii of the system with respect to these time-invariant structured perturbations  and derive formulas for their computation. In the special case where all the the subsystems involved are one-dimensional, our results imply  stronger versions of the classical eigenvalue inclusion theorems of A. Brauer (1947) and R.A. Brualdi (1982). In order to analyze the effect of time-varying perturbations of the given structure we introduce scaled Riccati equations and obtain explicit formulas for the corresponding stability radii.  From these formulas we derive necessary and sufficient conditions under which the stability radii with respect to time-invariant and time-varying perturbations are equal. Finally we discuss the problem of quadratic stability for interconnected systems with uncertain couplings and characterize this property by necessary and sufficient conditions.

The paper is based on joint work with A.J. Pritchard and M. Karow.

SYSTEM THEORY MATURING:  REBIRTH OF NETWORK SYNTHESIS
Rudolf E. Kalman
Degree-Constrained Rational Analytic Interpolation and

Weight Selection for Control Synthesis
Johan Karlsson
KTH, Stockholm
In modern robust control, control synthesis may be cast as an interpolation problem where the interpolant relates to robustness and performance criteria. In particular, both sensitivity shaping and robustness in the gap fits into this framework, and the magnitude of the corresponding interpolant dictate the robustness to perturbations

of the plant as a function of frequency.  In this talk we consider the correspondence between weighted entropy functionals and minimizing interpolants in order to find appropriate interpolants for e.g. control synthesis. There are two basic issues that we address: we first characterize admissible shapes of minimizers by studying the

corresponding inverse problem, and then we develop effective ways of shaping minimizers via suitable choices of weights. These results are used in order to systematize feedback control synthesis to obtain frequency dependent robustness bounds with a constraint on the controller degree.

THE SCHUR ALGORITHM IN TERMS OF SYSTEM REALIZATION
AND THE HOUSEHOLDER ALGORITHM

V. Katsnelson

 The Weizmann Institute of Science
Given a non-negative integer \(n\), we describe all system realizations of a given rational inner function of degree \(n\) in terms of an appropriately constructed equivalence relation in the set of all unitary \( (n + 1) \times (n + 1) \)-matrices.

The concept of Redheffer coupling of colligations gives us the possibility to choose a particular representative from each equivalence class. The Schur algorithm for a rational inner function is described in terms of the state space representation.

The relationship with the Householder algorithm which reduces a matrix to the Hessenberg form is clatified.

This is joint work with B.Fritzsche and B.Kirstein.

MODEL ORDER REDUCTION OF UNCERTAIN SYSTEMS

A CONVEX INVERTIBLE CONE POINT OF VIEW
Izchak Lewkowicz
Ben Gurion University

In this talk we address two model order reduction problems.

1. The concept of a convex hull of state space realizations of systems sharing the same Hankel singular values, is introduced. Then it is shown that the operations of balanced truncation model order reduction and of taking convex combination, commute.

2. In the framework of Nevanlinna-Pick interpolation the following problem is presented. Given a positive real function mapping  x_1, ... , x_n  to  y_1, ... , y_n  (when
n  is large). Find a low order positive real function which maps approximated   x_1, ... , x_n  to approximated  y_1, ... , y_n.

Although these problems are quite different, the Convex Invertible Cones structure (over matrices and over scalar rational functions) serves as a common thread to both. In particular the notion of the Sign of a matrix is relevant to both problems.

Joint work with Nir Cohen, Campinas, Brazil.
STABILITY PRESERVING RATIONAL APPROXIMATION SUBJECT TO INTERPOLATION CONSTRAINTS
Anders Lindquist

Royal Institute of Technology, Stockholm, Sweden
A quite comprehensive theory of analytic interpolation with degree constraint, dealing with rational analytic interpolants with an a priori bound, has been developed in recent years.  In this joint work with Johan Karlsson we consider the limit case when this bound is removed, and only stable interpolants with a prescribed maximum degree are sought. This leads to weighted $H_2$ minimization, where the interpolants are parameterized by the weights. The inverse problem  of determining the weight  given a desired interpolant profile is considered, and a rational approximation procedure based on the theory is proposed. This provides a tool for tuning the solution to specifications.
H-INFINITY CONTROL AND PASSIVATION FOR DESCRIPTOR SYSTEMS;

A STRUCTURED PENCIL APPROACH

Volker Mehrmann
The H-infinity control problem is studied for linear descriptor systems. Necessary and sufficient optimality conditions are derived in terms of deflating subspaces of even  matrix pencils for index one systems as well as for  higher index problems. It is shown that this approach leads to a more robust method in computing the optimal gamma value  in contrast to other methods such  as the widely used Riccati based approach. The results are illustrated by numerical examples.It is then shown that an analogous matrix pencil technique can be used in the passivity analysis for general descriptor systems as well as in the construction of small perturbations that make a non-passive system passive.

This is joint work with T. Bruell, P. Losse, L. Poppe and T. Reis

INTERPOLATION CONDITIONS ARISING FROM LINEAR FRACTIONAL TRANSFORMATIONS WITH AN APPLICATION IN HANKEL_NORM APPROXIMATION 

Gyorgy Michaletzky 

Budapest
Assume that the matrix-valued rational transfer functions Q and S are connected by a linear fractional transformation determined by a matrix-valued rational function Θ, denoted as Q = TΘ (S). Then in view of a recent result – under some technical assumptions – Q and S satisfy some interpolation conditions determined only by the matrix Θ. The interpolation nodes are given by the poles of Θ and Θ-1 . 

For example, in case of the Nevanlinna-Pick interpolation problem for Schur-functions one set of interpolation conditions arising from the special form of the corresponding J-inner function Θ formulated on the function Schur-function S with interpolation nodes in the right half-plane cannot be satisfied, because there the inequality S( λ ) S* (λ ) ≤ I holds, consequently the function Q should satisfy the complementary set of interpolation conditions, this way giving a solution of the original interpolation problem. 

In the present talk we are going to analyse the interpolation conditions arising from the linear fractional transformation connected to the Hankel-norm approximation problem given first by K. Glover (1984) and later by J. Ball and A. Ran (1987) (this latter for the so-called canonical case).

DUALITY AND FUNDAMENTAL PRINCIPLE FOR ANALYTIC BEHAVIORS DESCRIBED BY LINEAR SYSTEMS OF PARTIAL DIFFERENTIAL_DIFFERENCE EQUATIONS WITH CONSTANT COEFFICIENTS

U. Oberst (Innsbruck) and H. Bourles (Paris)

The signal spaces F of infinitely often differentiable complex-valued functions in r _ 1 real variables or of r-dimensional distributions are modules over the complex polynomial algebra in r indeterminates, the action being the natural one by partial

differentiation. These modules are injective or satisfy the fundamental principle according to famous work of Ehrenpreis, Malgrange and Palamodov from around 1960.

Moreover they are cogenerators. These properties of the signal space F imply a categorical

duality between finitely generated polynomial modules and multidimensional

behaviors which is very useful in systems theory. In the talk we present analogous, but

slightly weaker results for behaviors defined by partial differential-difference equations

and for analytic signals only. The part of the multivariate polynomial algebra is played

by the algebra of (multivariate) entire analytic functions whereas the signal space is

replaced by the space of entire analytic functions of exponential type, the action being

induced by the Laplace transform of analytic functionals. Partial differential-difference

operators are among the admissible ones. A main technical ingredient is the theory of

coherent analytic algebras and modules on Stein spaces and therefore it is presently

not possible to transfer the results to distributions. Basic work in the subject of the talk

was done by Ehrenpreis and Malgrange in 1955 already. One-dimensional or ordinary

delay-differential behaviors have been successfully investigated by Glüsing-Lürßen,

Habets, Rocha/Willems, Vettori/Zampieri et.al. since 1995.
STABILIZATION PROBLEMS FOR INFINITE-DIMENSIONAL LINEAR SYSTEMS

Alban Quadrat

INRIA, Sophia Antipolis

Recognizing when a real plant can be stabilized by means of a feedback law is one of the oldest issues in automatic control. This problem, developed for clear practical reasons, was recently abstracted within the mathematical language in order to be studied on its own and generalized to larger and larger classes of systems, slowly passing from the engineer world to the mathematical one. With a very few concepts such as controllability, observability, optimal control and robustness, the concept of stabilizability is one of the main interesting cross-fertilizations between very practical engineering problems and mathematics.

In this talk, we explain how modern algebraic techniques (fractional ideals, lattices, modules) can be used to develop a natural algebraic analysis approach to stabilization problems (internal/strong/simultaneous/robust/optimal stabilization problems) within the fractional representation approach to analysis and synthesis problems developed by Desoer, Vidyasagar, Callier, Zames, Francis...
 Within this lattice approach, we give general necessary and sufficient conditions for internal stabilizability and for the existence of (weakly) doubly coprime factorizations of irrational transfer matrices. Moreover, we give a general parametrization of all stabilizing controllers of an internally stabilizable plant which reduces to the classical Youla-Kucera parametrization when the plant admits a doubly coprime factorization. The knowledge of only one stabilizing controller is required to get this new parametrization. We also explain how a duality exists between the lattice approach and the classical operator-theoretical approach (operators, domains and graphs). Hence, in a precise algebraic sense, the operator-theoretical approach can be interpreted as a "behavioral approach".

Finally, we explain why the fractional ideal approach was historically developed in algebra by Kummer, Dedekind and their followers at the end of the nineteen century for solving equations similar to the ones obtained from the characterization of internal stabilizability (and from Lame's famous mistake on Fermat's last theorem). To finish, we point out that the modules used by Paul in his famous paper "Algebraic system theory: an analyst's point of view" are some of the lattices which play an important role in the previous algebraic analysis approach to stabilization problems.
STABILIZATION IS DISSIPATION
Paolo Rapisarda
University of Southampton, UK

Introducing dissipation in a plant in order to control it to stability is a well-known technique applied extensively in nonlinear systems (for example in the "passivation" approach to control). In this talk I will show that for linear systems, introducing dissipation is not one, but in fact the *only* way to stabilize a system. For linear systems, stabilization is dissipation. I also explore the connections between Lyapunov functions, storage functions, and controllers.

CRYPTOGRAPHY AND SYSTEMS
Joachim Rosenthal
University of Zurich
Cryptography has a long history and its main objective is the transmission of data between two parties in a way which guarantees the privacy of the information. There are other interesting applications such as digital signatures, the problem of  authentication and the concept of digital cash to name a few. The proliferation of computer networks resulted in a large demand for cryptography from the private sector.

In this talk we will explain several systems theoretic questions which are of relevance in modern cryptography.
HARDY SPACE THEORY AND THE TEMPORAL STRUCTURE OF QUANTUM MECHANICAL PROBLEMS
Yossef Strauss

The theory of (classical and) quantum mechanical microscopic irreversibility developed by B. Misra, I. Prigogine and M. Courbage is based on the central notion of a Lyapunov variable - i.e., a dynamical variable whose value varies monotonically as time increases. However, several difficulties had been previously encountered in the attempt to construct a Lyapunov variable within the framework of quantum mechanics. I will show how, under certain assumptions on the spectrum of the Hamiltonian generating the quantum evolution, the theory of Hardy spaces allows for the construction of a Lyapunov variable within standard quantum mechanics. Moreover, the existence of this Lyapunov variable implies the existence of a transformation (called a $\Lambda$-transformation) mapping a given quantum mechanical problem into an equivalent representation of the problem intrinsically incorporating the direction of time and thus providing an irreversible representation of the original problem. 
  An interesting example for an application of the aforementioned Lyapunov variable is to a resonance scattering problem where the dynamical behavior of the Lyapunov variable is closely related to the dynamics of the formation of a given resonance and its subsequent decay. Some recent results in this direction will be indicated.
MODEL REDUCTION BY BALANCING OF DISSIPATIVE BEHAVIORS WITH ERROR BOUNDS 
H.L. Trentelman

University of Groningen

In this talk we consider the problem of model reduction by balancing of strictly passive or strictly bounded real system behaviors. The problem is to find a reduced order system that is again strictly passive or strictly bounded real. The problems of positive real balancing and bounded real balancing  have been considered before in the framework of input-output systems in state space form. In this talk we will look at the problem from a behavioral point of view. Thus, strictly passive systems and strictly bounded real systems will be considered as special cases of strictly half-line $\Sigma$-dissipative systems with the additional property that the number of inputs is equal to the positive signature of the supply rate. By half-line dissipativity, the past behavior is a genuine inner product space (with inner product induced by the supply rate $\Sigma$), while on the future behavior we only have an {\em indefinite inner product}. We will look at the linear map that assigns to every past trajectory the unique future trajectory that extracts the available storage from the system. This linear map maps an inner product space to an indefinite inner product space. We show however that it does allow a 'generalized' singular value decomposition, with positive 'singular values'. These 'singular values' constitute a set of invariants for the strictly $\Sigma$-dissipative system, called the $\Sigma$-characteristic values. These positive real numbers play  the same role in balancing as the Hankel singular values in the classical balancing literature, and behavior invariants appearing in the work of S. Weiland from 1991. We perform $\Sigma$-balancing and truncation with respect to these invariants, and show that the resulting reduced order behavior is again strictly half-line $\Sigma$-dissipative. We also derive an inequality that in the special case of bounded real systems leads to a new error bound.

OBSERVERS, INVARIANCE AND AUTONOMY
Jochen Trumpf
The Australian National University and NICTA

In this talk I will discuss observers for affine systems without drift whose state evolves on a finite dimensional, connected Lie group with outputs in a homogeneous space. In many cases these systems have a representation as bilinear systems in a matrix space plus a possibly nonlinear output equation.
The discussion will reveal a surprising connection between invariance of the system equations and autonomy of the observation error. The closeness of the resulting theory to the corresponding theory for linear systems is quite astonishing, albeit predicted by Brockett in his 1972 paper "System theory on group manifolds and coset spaces".

Inspired by these results, I will take a fresh look at the Kalman filter and present a (to the best of my knowledge) new interpretation as a gradient  observer.
EXPLICIT TRANSFER FUNCTION REALIZATION FOR TWO-VARIABLE RATIONAL FUNCTIONS VIA ZERO/POLE DATA

Victor Vinnikov

Ben Gurion University

A scalar-valued rational function of two complex variables, as the ratio of two polynomials with no common factor, if    we ignore multiplicities, is determined by the its pole curve    (the zero set of the denominator) and its zero curve (the zero set of the numerator).  A transfer-function realization for the function  (of Givone-Roesser or Fornasini-Marchesini type), if minimal in the Popov-Belevitch-Hautus sense, determines a linearization (i.e., a  determinantal representation) for the pole curve and for the zero curve.  We discuss the converse question of constructing a realization (of either Givone-Roesser or Fornasini-Marchesini type) for a function having prescribed zero and pole varieties.  The basic idea follows the solution for the one-variable case due to Ball-Gohberg-Rodman, but with additional ingredients from the theory of determinantal representations for algebraic curves.
This is a joint work with Joe Ball and Quanlei Fang.
STABILITY OF POSITIVE DESCRIPTOR SYSTEMS

Elena Virnik
We consider linear time-invariant control systems of the form
Ex˙ = Ax + Bu, x(t0) = x0

y = Cx,

where A,B,C are real constant coefficient matrices of appropriate size. The state x, input u and output y are real-valued vector functions. Positive systems arise, when economical, biological or chemical systems are modelled by descriptor systems, in which the state x describes concentrations, populations of species, numbers of cells, or, in general, some nonnegative quantities. System positivity, then, refers to the restriction that the solution and the output have to be nonnegative vector functions for appropriately chosen initial state and input. We give a characterisation of positive systems in the descriptor case and discuss their stability properties. In the case of standard positive systems, stability properties are mainly determined by the well-known Perron-Frobenius theory for matrices and take a simple form compared to the unconstrained case. We present a new extension of the Perron-Frobenius theory to regular matrix pairs (E,A) and show that in the descriptor case it also determines the stability properties of positive systems.

LINEAR DIFFERENTIAL BEHAVIORS DESCRIBED BY RATIONAL SYMBOLS
Jan C. Willems

K.U. Leuven, Flanders, Belgium

Usually mathematical models of dynamical systems are described by differential (or difference) equations. In this case, it is easy to define the behavior of the system: it simply consists of the solutions of the defining differential equations. However, in engineering, especially in signal processing and control, mathematical models often involve transfer functions. These are typically rational functions.  In this case, the definition of the behavior is not as straightforward, and traditionally one needs to resort to Laplace transforms in order to explain what the behavior is. The aim of the talk is to discuss representations of behaviors, defined in terms of rational symbols, and to discuss a solution concept that reduces them to differential equations.  

One of the main advantages of rational representations over polynomial representations is the existence of unitary (norm preserving) kernel and image representations. These representations lead to algorithms for model reduction that are not restricted to stable systems. We also show how rational representations over various rings can be used to put certain system properties, as controllability and stabilizability, in evidence. Finally, we discuss the parametrization of the set of stabilizing controllers from this perspective.

SYSTEMS OVER FINITE RINGS AND MPUMs
E. Zerz
Aachen
