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Abstract. This paper is a journal counterpart to [5], in which we initiate the study

of property testing problems concerning a finite system of relations E between permu-

tations, generalizing the study of stability in permutations. To every such system E,

a group Γ = ΓE is associated and the testability of E depends only on Γ (just like in

Galois theory, where the solvability of a polynomial is determined by the solvability of

the associated group). This leads to the notion of testable groups, and, more generally,

Benjamini–Schramm rigid groups. The paper presents an ensemble of tools to check if

a given group Γ is testable/BS-rigid or not.

1. Introduction

This paper is a journal counterpart to [5], which appeared in the proceedings of the

2021 IEEE Annual Symposium on Foundations of Computer Science (FOCS). In that

paper we initiated a systematic study of testability of relations between permutations.

That paper was written from the point of view of property testing—a core subject in

theoretical computer science. Here, we present the content of [5] (plus some supplements)

from a very different perspective. While that paper was written in a mainly combinatorial

language, the current paper is mostly group theoretic. We will explain how the results of

[5] can be viewed (and proved) as group theoretic statements, and through the language

of invariant random subgroups. We hope that this presentation will attract the group

theory community to join this line of research.

From an algorithmic point of view, we are interested in problems where one is given

several permutations, and wishes to determine whether they satisfy a given system of

equations or are far from doing so. If this can be done by an algorithm that only queries a

constant number of entries of the given permutations, we say that the system of equations is

testable. For example, consider the system consisting of the single equation XY = YX. The

corresponding algorithmic problem is, given two permutations A and B in the symmetric

group Sym(n), to distinguish between the following two cases: (i) A and B commute, or
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(ii) the pair (A,B) is far, under the normalized Hamming metric, from every commuting

pair (A′, B′) ∈ Sym(n)× Sym(n).

We begin by reformulating the main definitions of [5] in a more group-oriented language.

Throughout the introduction, we fix a finite set S = {s1, . . . , sk}, and let FS be the free

group on S. For a word w ∈ FS , write |w| for the length of the reduced form of w.

For n ∈ N, write Sym(n) for the symmetric group on [n] := {1, . . . , n}. For a tuple of

permutations σ = (σ1, . . . , σk) ∈ Sym(n)k, let w(σ) denote the image of w under the

homomorphism from FS to Sym(n) that takes si to σi for all 1 ≤ i ≤ k. It will often be

useful to think of σ as describing a directed graph Gσ with edges colored {1, . . . , k}, where

the vertex set is [n] and for every 1 ≤ i ≤ k and x ∈ [n] there is an i-colored edge from x

to σix.

Let E be a subset of FS . Then E gives rise to a system of equations {w = 1 | w ∈ E},
and one may consider the space of solutions in any group G. We are interested in the

space of solutions for E in Sym(n), namely,

SolE(n) :=
{
σ ∈ Sym(n)k | ∀w ∈ E w(σ) = id

}
.

We do not specify the set S in the notation SolE(n) since it will always be clear from the

context.

The group Sym(n) is endowed with the normalized Hamming metric1

(1) dn(σ, τ) :=
1

n
|{x ∈ [n] | σx 6= τx}| .

For every ε > 0, we define

Sol<εE (n) :=

{
σ ∈ Sym(n)k | ∃τ ∈ SolE(n),

k∑
i=1

d (σi, τi) < ε

}
,

and Sol≥εE (n) := Sym(n)k \ Sol<εE (n).

We also denote SolE =
⋃
n∈N SolE(n), Sol≥εE =

⋃
n∈N Sol≥εE (n) and Sol<εE =

⋃
n∈N Sol<εE (n).

Definition 1.1 (Algorithmic separation). Fix two disjoint sets A,B ⊆
⋃
n∈N Sym(n)k.

An (A,B)-separator is a randomized algorithm (that is, an algorithm allowed to make

random decisions) M which takes as input an integer n ∈ N and a tuple of permutations

σ ∈ Sym(n)k, and has the following properties.

• Completeness: If σ ∈ A then M accepts with probability at least 0.99.

• Soundness: If σ ∈ B then M rejects with probability at least 0.99.

• Query efficiency: There exists some q ∈ N such that, on every input, the al-

gorithm M makes at most q queries, each of the form “what is σix” or “what is

σ−1
i x” for some 1 ≤ i ≤ k and 1 ≤ x ≤ n. Crucially, q is not allowed to depend

on n.

In this case, we also say thatM has query complexity q and that the pair (A,B) is separable

(with q queries).

1We shall omit the subscript n when it is clear from the context.
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Definition 1.2. Fix a subset E of FS. If for every ε > 0 the pair (SolE ,Sol≥εE ) is separable,

we say that E is testable.

Definition 1.2 originates in [5]. The main goal in this new line of research is identifying

which systems of equations are testable. See Section 1.3 for concrete examples.

The following algorithm, introduced in [5,7], is a natural attempt at producing a sepa-

rator for (SolE , Sol≥εE ) when E is finite.

Algorithm 1 Sample and Substitute with word set E and repetition factor s ∈ N
Input: n ∈ N and σ ∈ Sym(n)k

1: Sample (w1, x1) , . . . , (ws, xs) uniformly and independently from E × [n].

2: if wj(σ)xj = xj for all 1 ≤ j ≤ s then

3: Accept.

4: else

5: Reject.

Note that Sample and Substitute makes at most C · s queries, C = C(E). Also note

that Sample and Substitute has perfect completeness, namely, if σ belongs to SolE(n),

the algorithm accepts deterministically, and not only with probability at least 0.99. As we

shall explain later, for E =
{

XYX−1Y−1
}

, Sample and Substitute is indeed a separator

for (SolE , Sol≥εE ) (for an appropriate choice of the repetition factor s = s(ε)), showing that

E is testable (this is a reformulation of [3] in an algorithmic language).

The Sample and Substitute algorithm is related to the extensively studied notion of

stability in permutations via the following lemma.

Proposition 1.3. Let E be a finite subset of FS, and write Γ = 〈S | E〉 for the group

presented by the generators S and the relators E. The following conditions are equivalent.

(1) For every ε > 0 there exists s ∈ N such that Sample and Substitute with word

set E and repetition factor s is a (SolE ,Sol≥εE )-separator.

(2) For every ε > 0 there exists δ > 0 such that for every n ∈ N and σ ∈ Sym(n)k, if

(2)
1

|E|
∑
w∈E

d(w(σ), id) < δ

then σ ∈ Sol<εE .

(3) For every sequence of functions (f` : Γ→ Sym(n`))
∞
`=1, n` →∞, such that

(3) d (f`(γ1γ2), f`(γ1)f`(γ2))→`→∞ 0 ∀γ1, γ2 ∈ Γ ,

there exists a sequence of homomorphisms (h` : Γ→ Sym(n`))
∞
`=1 such that

(4) d (f`(γ), h`(γ))→`→∞ 0 ∀γ ∈ Γ .

Proof. The equivalence of Conditions 1 and 2 is straightforward consequence (cf. [5,

7]) of the fact that the left-hand side of (2) is equal to the probability that Sample

and Substitute with word set E and repetition factor 1 rejects σ. The equivalence of

Conditions 2 and 3 is also well known (see, e.g., [16, Lem. 3.1]). �
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Definition 1.4.

(1) A finite subset E of FS is stable (in permutations) if it satisfies the equivalent

conditions stated in Proposition 1.3.

(2) A group Γ (not necessarily finitely presented) that satisfies Condition 3 of Propo-

sition 1.3 is said to be stable (in permutations).

A tuple of permutations σ that satisfies (2) can be thought of as an approximate solution

for E. Hence, essentially, E is stable if every approximate solution for E is close a solution.

In Remark 1.13, we will see that the notion of a stable subset E of FS (Definition 1.4(1))

can also be defined without assuming that E is finite.

Remark 1.5. Let E be a finite subset of FS. By Proposition 1.3, E is stable if and only

if the same is true for the group 〈S | E〉, transforming the algorithmic question of the

stability of E into a group-theoretic question about the stability of the finitely-presented

group 〈S | E〉.

By Definition 1.4 and Proposition 1.3(1), every stable subset of FS is testable. We will

show below that the converse is not true. In other words, there are subsets of FS which

are testable, but require a different sort of separator than Sample and Substitute. For

example, Em,n =
{

XYmX−1Y−n
}

(with S = {X,Y})), corresponding to the equation

XYm = YnX, is such a system whenever m ≥ 2 and n ≥ 2 are co-prime integers (see

Section 1.3). At this point, the reader may wonder whether every system of equations is

testable. However, as we shall see, when m = n ≥ 2, the set Em,n is non-testable. The

proof of non-testability relies on a universality property, which we discuss below.

We present another algorithm, named Local Statistics Matcher, which is a uni-

versal separator. Namely, in contrast to Sample and Substitute, every testable finite

subset of FS can be tested by Local Statistics Matcher separators. To define Local

Statistics Matcher we need some notation. Given two distributions θ1 and θ2 over a

finite set Ω, denote their total-variation distance by

dTV(θ1, θ2) =
1

2

∑
x∈Ω

|θ1(x)− θ2(x)| .

Given σ ∈ Sym(n)k and x ∈ [n], let

Stabσ(x) = {w ∈ FS | w(σ)x = x} .

Given a finite set P ⊆ FS , let Nσ,P denote the distribution, over the power set 2P , of

Stabσ(x) ∩ P , where x is sampled uniformly from [n].

Remark 1.6. For intuition, consider the case where P consists of all words in FS of

length at most some fixed even r ∈ N. Then, the set Stabσ(x) ∩ P yields a description

(up to vertex relabeling) of the ball of radius r/2 centered at the vertex x in the graph Gσ.

Hence, Nσ,P encodes the distribution of the isomorphism class (as a directed edge-labelled

rooted graph) of a ball of radius r/2 in Gσ, centered at a vertex sampled uniformly from

the set of vertices of Gσ.
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Algorithm 2 Local Statistics Matcher for E with repetition factor s ∈ N, finite word set
P ⊂ FS and proximity parameter δ > 0
Input: n ∈ N and σ ∈ Sym(n)k

1: Sample x1, . . . , xs uniformly and independently from [n].

2: For each 1 ≤ j ≤ s, compute the set Stabσ (xj) ∩ P by querying σ.

3: Let NEmpirical
σ,P be the distribution of Stabσ (xj)∩P where j is sampled uniformly from

[s].

4: if

(5) min
{
dTV

(
NEmpirical
σ,P , Nτ ,P

)
| τ ∈ SolE(n)

}
≤ δ

then

5: Accept.

6: else

7: Reject.

Note that Step 2 can be implemented by computing w(σ)(x) for each w ∈ P . Thus

Local Statistics Matcher makes at most C · s queries, C = C(E). However, the

time complexity of Local Statistics Matcher might be higher due to the computation

involved in Step 2. This is unlike the case of Sample and Substitute, where the time

complexity is proportional to the query complexity. It is an interesting problem to find

implementations of Step 2 with small time complexity, see Section 2.2.

Note that the distribution NEmpirical
σ,P , computed during a run of Local Statistics

Matcher, is an approximation of the distribution Nσ,P , where the former is obtained by

taking s independent samples from the latter. The quality of this approximation improves

as the parameter s grows. Using NEmpirical
σ,P , checking whether Inequality (5) holds is an

attempt to determine whether Nσ,P is close to the distribution Nτ ,P for some solution τ

for E.

Before formulating our claim about the universality of Local Statistics Matcher

(Theorem 1.8), we introduce a geometric-combinatorial definition, which will turn out to

be the main proxy through which we study testability in the rest of this paper.

Definition 1.7. A subset E of FS is Benjamini–Schramm-rigid2 (or BS-rigid for short)

if for every ε > 0 there exist a finite set P = P (ε) ⊆ FS and δ = δ(ε) > 0 such that

dTV (Nσ,P , Nτ ,P ) ≥ δ for every n ∈ N, σ ∈ Sol≥εE (n) and τ ∈ SolE(n). In this case we also

say that E is (P (ε), δ(ε))-BS-rigid.

Theorem 1.8 ([5, Thm. 3], Universality of Local Statistics Matcher). The following

conditions are equivalent for a finite subset E of FS.

(1) E is testable.

(2) For every ε > 0 there exist s ∈ N, a finite set P ⊆ FS and δ > 0 such that Local

Statistics Matcher with repetition factor s, word set P and proximity parameter

δ is a
(

SolE , Sol≥εE

)
-separator.

2In [5], the notion of Benjamini–Schramm-rigidity is termed statistical-distinguishability.
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(3) E is BS-rigid.

Theorem 1.8, reduces the algorithmic question of testability of a finite subset E of

FS to the equivalent geometric question of whether E is BS-rigid. Henceforth, we focus

on BS-rigidity (without assuming that E is finite). We start by proving an analogue of

Proposition 1.3 for BS-rigidity (rather than stability).

For a group Γ, a function f : Γ→ Sym(n) and x ∈ [n], let Stabf (x) = {γ ∈ Γ | f(γ)x = x}
(note that Stabf (x) is usually not a group). For a finite subset Q of Γ, let Nf,Q be the prob-

ability distribution, over the power set 2Q, of Stabf (x) ∩Q where x is sampled uniformly

from [n].

Proposition 1.9. Let E ⊆ FS and write Γ = 〈S | E〉. The following conditions are

equivalent.

(1) E is BS-rigid.

(2) For every sequence of functions (f` : Γ→ Sym(n`))
∞
`=1, n` →∞, such that

d (f`(γ1γ2), f`(γ1)f`(γ2))→`→∞ 0 ∀γ1, γ2 ∈ Γ ,

if there is a sequence of homomorphisms (g` : Γ→ Sym(n`))
∞
`=1, such that

dTV(Nf`,Q, Ng`,Q)→`→∞ 0 ∀Q ⊂ Γ, |Q| <∞

then there is a sequence of homomorphisms (h` : Γ→ Sym(n`))
∞
n`=1 such that

d (f`(γ), h`(γ))→`→∞ 0 ∀γ ∈ Γ .

Proposition 1.9 is a special case of Proposition 1.19 below. The latter is proved in

Section 4.1.

Definition 1.10. A group Γ is BS-rigid if it satisfies Condition 2 of Proposition 1.9.

Remark 1.11. In light of the equivalence between (1) and (3) in Theorem 1.8, one may

be tempted to call a group satisfying Condition 2 of Proposition 1.9 testable. However, the

interpretation of BS-rigidity as testability (Theorem 1.8), while valid for a finite set E,

might not be valid for an infinite E. Thus, we focus on the geometric notion of BS-rigidity

instead of getting into subtle issues related to computability that may arise when studying

testability of infinite sets.

In Section 3.1 we give an equivalent definition for a BS-rigid group and a stable group,

from the point of view invariant random subgroups. The study of stability from this point

of view has been fruitful [6,20,21,29], and we believe the same will be true for BS-rigidity.

A basic observation, which follows at once from the way we presented the definitions

and results above, is that the BS-rigidity (resp. stability) of E depends only on the

isomorphism class of the group 〈S | E〉. Namely,

Proposition 1.12. Fix finite sets S1 and S2, and take finite sets E1 ⊂ FS1 and E2 ⊂ FS2

such that the groups 〈S1 | E1〉 and 〈S2 | E2〉 are isomorphic. Then

(1) [5, Prop. 3.2] E1 is BS-rigid if and only if E2 is BS-rigid.

(2) [3] E1 is stable if and only if E2 is stable.
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Proof. 1) This claim is proved in [5, Prop. 3.2]. It also follows from Proposition 1.9.

2) This was observed in [3] (using Tietze transformations), and also follows from the

equivalence of (1) and (3) in Proposition 1.3. �

Remark 1.13. By Proposition 1.9, Proposition 1.12(1) remains true even without the

assumption that E1 and E2 are finite.

In fact, stability can also be defined for an infinite subset E of FS ([16, Lem. 3.1] or

[6, Def. 3.11]). Under this definition, Proposition 1.12(2) remains true even without the

assumption that E1 and E2 are finite. The algorithmic definition of stability of a (possibly

infinite) set E is: E is stable if for every ε > 0 there exist s ∈ N and a finite subset

E0 of E such that Sample and Substitute with word set E0 and repetition factor s is a(
SolE ,Sol≥εE

)
-separator.

Motivated by the algorithmic interpretation of BS-rigidity as testability, we wish to

develop an ensemble of tools which can check if a given group is BS-rigid (resp. stable)

or not. While stability in permutations has been studied extensively in recent years (see

[2–4, 6–8, 13, 16, 18–21, 25, 28, 29], the present paper (together with its counterpart [5]) is

the first about testability and BS-rigidity.

The following theorem fully characterizes BS-rigidity and stability among finitely-generated

amenable groups.

Theorem 1.14 (BS-rigidity and stability of amenable groups). Let Γ be a finitely-generated

amenable group. Then,

(1) [5] Γ is BS-rigid.

(2) [6] Γ is stable if and only if every invariant random subgroup of Γ is co-sofic, i.e.,

a weak-∗ limit of invariant random subgroups supported on finite-index subgroups.

In Section 3 we recall the relevant terminology regarding invariant random subgroups.

The proof of Theorem 1.14 relies on a theorem of Ornstein–Weiss [27] (see also [9]) and

a theorem of Newman–Sohler [26] (see also [12]). Proposition 1.28 below explains how

the first part of Theorem 1.14 implies one direction of the if and only if statement in the

second part.

Theorem 1.14(2) implies that every finitely-generated nilpotent (and even polycyclic)

group is stable, and the same is true for the solvable Baumslag–Solitar groups BS(1, n),

n ∈ N (see [6, Theorem 1.2]). This includes, as a special case, the stability of E ={
XYX−1Y−1

}
(originally proved in [3]). Theorem 1.14 also enables us to find groups that

are BS-rigid but not stable (and subsets of FS which are testable but not stable), see

Section 1.3.

Moving on from amenable groups to the groups that are as far as possible from being

amenable, Theorem 1.15 below is a negative result about BS-rigidity and stability of

groups with Kazhdan’s property (T). In fact, property (τ) (see [23]) suffices.

Theorem 1.15 (Negative results for groups with property (τ)). Let Γ be a finitely-

generated group with property (τ). Then,

(1) [5] If Γ has infinitely many finite-index subgroups, then Γ is not BS-rigid.
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(2) [4] If Γ is infinite and sofic, then it is not stable.

In Section 4.4 we prove Theorem 1.15(1) using the construction of [5] (and [4]), but

with a somewhat different argument via the language of invariant random subgroups.

1.1. Stability and testability in the flexible model. Flexible stability and flexible

BS-rigidity are important relaxations of stability and BS-rigidity, respectively. Flexible

stability in permutations was originally defined in [4] (cf. [11, 15]). Flexible BS-rigidity

is a new concept, hinted at in [5], and formulated here. In order to define these notions,

we need to define the distance between permutations on sets of different cardinalities,

extending (1): Given σ ∈ Sym(n) and τ ∈ Sym(N) with N ≥ n, let

d(σ, τ) = d(τ, σ) =
|{x ∈ [n] | σx 6= τx}|

n
.

Fix a function ν : R>0 × N → N ∪ {0,∞}, which is monotone non-decreasing in the first

argument. For a subset E of FS , let

Sol<ε,ν -flex
E (n) =

{
σ ∈ Sym(n)k | ∃N ∈ N ∃τ ∈ SolE(N), n ≤ N ≤ n+ ν(ε, n) and

k∑
i=1

d(σi, τi) < ε

}
and

Sol≥ε,ν -flex
E (n) = SolE(n) \ Sol<ε,ν -flex

E (n) .

Also, Sol<ε,ν -flex
E =

⋃
n∈N Sol<ε,ν -flex

E (n) and Sol≥ε,ν -flex
E =

⋃
n∈N Sol≥ε,ν -flex

E (n).

Flexible BS-rigidity and flexible stability are defined analogously to the respective non-

flexible notions:

Definition 1.16 (Flexible stability and testability). Fix a finite subset E of FS.

(1) E is ν-flexibly testable if for every ε > 0, the pair
(

SolE ,Sol≥ε,ν -flex
E

)
is separable.

(2) E is ν-flexibly stable if for every ε > 0 there exists s ∈ N such that Sample and

Substitute with word set E and repetition factor s is a separator for
(

SolE ,Sol≥ε,ν -flex
E

)
.

Note that E is testable (resp. stable) if and only if it is ν-flexibly testable (resp. ν-

flexibly stable) for ν = 0.

Definition 1.17. Let E ⊆ FS and suppose that E is ν-flexibly testable (resp. ν-flexibly

stable).

(1) E is O(εn)-flexibly testable (resp. O(εn)-flexibly stable)3 if ν(ε, n) ≤ cεn for some

fixed c for all ε > 0 and n ∈ N.

(2) E is O(n)-flexibly testable (resp. O(n)-flexibly stable) if ν(ε, n) ≤ cn for some fixed

c for all ε > 0 and n ∈ N.

(3) E is UB-flexibly testable (resp. UB-flexibly stable) if ν(ε, n) =∞ for all ε > 0 and

n ∈ N (here UB stands for unboundedly).

3The notion O(εn)-flexible testability remains the same if one replaces ε by any function of ε that goes
to 0 as ε → 0. Indeed, by unwinding the definitions, one can see, for example, that E is O(εn)-flexibly
testable if and only if it is O(ε2n)-flexibly testable, i.e., ν(ε, n)-flexibly testable where ν(ε, n) ≤ cε2n. The
same holds for the notions of flexible stability and flexible BS-rigidity.
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In the existing literature, O(εn)-flexible stability is simply called flexible stability [4,19],

while UB-flexible stability is called very-flexible stability [4,16]. The terminology presented

in Definition 1.17 is intended to be more informative.

Definition 1.18 (Flexible BS-rigidity). A set E ⊆ FS is ν-flexibly BS-rigid if for every ε >

0 there exist a finite set P = P (ε) ⊆ FS and δ = δ(ε) > 0 such that dTV (Nσ,P , Nτ ,P ) ≥ δ
for every n ∈ N , σ ∈ Sol≥ε,ν -flex

E (n) and τ ∈ SolE(n).

The notions UB-flexible BS-rigidity, O(εn)-BS-rigidity and O(n)-BS-rigidity are defined

analogously to the respective notions in Definition 1.17.

Proposition 1.9 can be generalized to the flexible model:

Proposition 1.19. Let E ⊆ FS and write Γ = 〈S | E〉. The following conditions are

equivalent.

(1) E is ν-flexibly BS-rigid.

(2) For every sequence of functions (f` : Γ→ Sym(n`))
∞
`=1, n` →∞, such that

d (f`(γ1γ2), f`(γ1)f`(γ2))→`→∞ 0 ∀γ1, γ2 ∈ Γ ,

if there is a sequence of homomorphisms (g` : Γ→ Sym(n`))
∞
`=1,

dTV(Nf`,Q, Ng`,Q)→`→∞ 0 ∀Q ⊂ Γ, |Q| <∞

then there is a sequence (ε`)
∞
`=1, ε` →`→∞ 0 and a sequence of homomorphisms

(h` : Γ→ Sym(N`))
∞
`=1, (N` ∈ N) with

n` ≤ N` ≤ n` + ν(ε`, n`)

such that

d (f`(γ), h`(γ))→`→∞ 0 ∀γ ∈ Γ .

Proposition 1.19 is proved in Section 4.1.

Definition 1.20. Let Γ be a group.

(1) Γ is ν-flexibly BS-rigid if it satisfies Condition 2 of Proposition 1.19.

(2) Γ is ν-flexibly stable if for every sequence (f` : Γ → Sym(n`))
∞
`=1, n` → ∞, satis-

fying (3) (see Proposition 1.3), there is a sequence of homomorphisms (h` : Γ →
Sym(N`), n` ≤ N` ≤ n` + ν(ε, n`), satisfying (4).

One can prove that a finite subset E of FS is ν-stable if and only if the same is true for

the group 〈S | E〉 (we omit the proof, as it is very similar to the proof of Proposition 1.19).

Using this and Proposition 1.19, we deduce the following generalization of Proposition 1.12.

Corollary 1.21. Fix finite sets S1 and S2, and take sets E1 ⊂ FS1 and E2 ⊂ FS2 such

that the groups 〈S1 | E1〉 and 〈S2 | E2〉 are isomorphic. Then, E1 is ν-flexibly BS-rigid

(resp. ν-flexibly stable) if and only if the same is true for E2.
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The Local Statistics Matcher algorithm and Theorem 1.8 also generalize immedi-

ately to the flexible setting4. Hence, a finite subset E of FS is ν-flexibly testable if and

only if it is ν-flexibly BS-rigid.

It is worth noting that for a finitely-generated amenable group, stability and O(εn)-

flexible stability are equivalent. To see this, in light of Theorem 1.14(2), it suffices to prove

that if an amenable group Γ is O(εn)-flexibly stable then every invariant random subgroup

of Γ is co-sofic. The proof of the last claim is identical to the proof of [6, Theorem 7.10].

We state this as a corollary:

Corollary 1.22. Let Γ be a finitely-generated amenable group. Then Γ is stable if and

only if it is O(εn)-flexibly stable.

The amenability assumption in Corollary 1.22 is probably essential. In particular, one

may hope to find a ν-flexibly stable group with Kazhdan’s property (T) and infinitely

many finite quotients (for some ν). Such a group is not stable in the strict sense (i.e.,

that of Definition 1.4, namely with ν = 0) by Theorem 1.15. Interestingly, by [16, Lemma

3.2(2)], a countable group with property (τ) is UB-flexibly stable if and only if it is ν-

flexibly stable for some ν satisfying ν(ε, n) = o(n). It is especially interesting to know

whether PSLd(Z) is UB-flexibly stable for at least one d ≥ 5 because, by [8], this will

imply the existence of a non-sofic group.

1.2. General properties. Here we describe some general properties of stability and BS-

rigidity. Propositions 1.23, 1.24, 1.25 and 1.27 are proved in Section 4.3, while Proposi-

tion 1.28 is proved in Section 3.1.

For a group Γ, write R (Γ) for the finite residual of Γ, i.e., the intersection of all finite-

index subgroups of Γ. Fix a function ν : R>0×N→ N∪{0,∞}, monotone non-decreasing

in the first argument.

Proposition 1.23. A finitely-generated group Γ is BS-rigid (resp. ν-flexibly BS-rigid) if

and only if the same is true for Γ/R (Γ).

Proposition 1.24. Let N be a normal subgroup of a finitely-generated group Γ, and

suppose that N is finitely-generated as a group. Then,

(1) If Γ is stable (resp. ν-flexibly stable) then the same is true for Γ/N .

(2) If Γ is BS-rigid (resp. ν-flexibly BS-rigid) then the same is true for Γ/N .

Proposition 1.25. Let Γ be a ν-flexibly stable (resp. ν-flexibly BS-rigid) group, and let

H be a finite-index subgroup of Γ. Then H is ν ′-flexibly stable (resp. ν ′-flexibly BS-rigid)

for ν ′(ε, n) = ([Γ : H]− 1)n+ ν(ε, [Γ : H]n).

In Propositions 1.27 and 1.28 below, we state additional connections between stability

and BS-rigidity. Proposition 1.27 is concerned with a certain relaxation of stability, called

weak stability:

4Indeed, in the proof of Theorem 1.8 (see [5, Thm. 3]) one can take, in place of SolE and Sol≥ε
E , any two

sets A,B ∈
⋃

n∈N Sym(n)k that are invariant under relabeling of the base set [n].



TESTABILITY IN GROUP THEORY 11

Definition 1.26 (Weak stability). A group Γ is ν-flexibly weakly stable (or simply weakly

stable when ν = 0) if for every sequence of functions (f` : Γ→ Sym(n`))
∞
`=1, n` → ∞,

such that

(6) (f`(γ1γ2), f`(γ1)f`(γ2))→`→∞ 0 ∀γ1, γ2 ∈ Γ ,

and

(7) d
(
f`(γ), 1Sym(n`)

)
→`→∞ 1 ∀γ ∈ Γ \ {1Γ} .

there exists a sequence of homomorphisms (h` : Γ→ Sym(N`))
∞
`=1, n` ≤ N` ≤ n` +

ν(ε`, n`), such that

d (f`(γ), h`(γ))→`→∞ 0 ∀γ ∈ Γ .

Proposition 1.27. A finitely-generated residually-finite BS-rigid (resp. ν-flexibly BS-

rigid) group is weakly stable (resp. ν-flexibly weakly stable).

In light of Theorem 1.14(1), Proposition 1.27 explains and generalizes [3, Theorem 1.1],

which states that residually-finite amenable groups are weakly stable.

Proposition 1.28. If every invariant random subgroup of Γ is co-sofic then Γ is BS-rigid

(resp. ν-flexibly BS-rigid) if and only if Γ is stable (resp. ν-flexibly stable).

Proposition 1.28 sheds light on a connection between the two parts of Theorem 1.14.

Specifically, Theorem 1.14(1), together with Proposition 1.28, implies the positive part

of Theorem 1.14(2), namely, that a finitely-generated amenable group whose invariant

random subgroups are all co-sofic is stable.

1.3. Examples. We now use the toolkit we have built to state some positive and negative

results about stability and BS-rigidity of concrete groups. Below we write Fm for a free

group with a basis of cardinality m.

Proposition 1.29. Let Γ be a group satisfying at least one of the following conditions.

(1) Γ contains a finite-index subgroup H such that H ∼= Fm × Fn (m ≥ 2, n ≥ 2).

(2) Γ contains a finite-index subgroup H such that H ∼= Fm × Zd (m ≥ 2, d ≥ 1).

Then, Γ is not UB-flexibly BS-rigid.

Proof. The group Γ is clearly residually finite. On the other hand, [16, Thm. D] states

that a group satisfying either of Condition 1 or Condition 2 above is not UB-flexibly

weakly stable. Thus, Γ is not UB-flexibly BS-rigid by Proposition 1.27. �

Proposition 1.30. Let Γ denote the Baumslag–Solitar group BS (m,n) = 〈X,Y | XYm = YnX〉.
(1) If m and n are co-prime, then Γ is BS-rigid.

(2) If |m| = |n| ≥ 2 then Γ is not UB-flexibly BS-rigid.

Proof. (1) When m and n are co-prime, the quotient Γ/R (Γ) is isomorphic to the

metabelian group Z
[

1
mn

]
oθ Z, where θ(1) is the automorphism of Z

[
1
mn

]
given by multi-

plication by m
n . In particular, Γ/R (Γ) is amenable, and thus Γ is BS-rigid by Proposition

1.23 and Theorem 1.14(1).
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(2) When |m| = |n| ≥ 2, the group Γ has a finite-index subgroup isomorphic to Fk × Z
for some k ≥ 2 (see., e.g., [22, Proposition 2.6]), and thus Γ is not UB-flexibly BS-rigid by

Proposition 1.29. �

It is interesting to note that the proof of Proposition 1.30(1) shows that the single

equation XYm = YnX (m,n co-prime) is testable by using the BS-rigidity of the non-

finitely-presented group Γ/R(Γ).

The question of whether BS(m,n) is (flexibly) BS-rigid in the cases not covered by

Proposition 1.30 is still open. On the other hand, it is known that BS(m,n) is stable if

|m| ≤ 1 or |n| ≤ 1 [5, Theorem 1.2(ii)], and not UB-flexibly stable otherwise [3, Example

7.3], [16, Corollary B].

Proposition 1.31. For n ≥ 3 the braid group Bn and pure braid group PBn are not

UB-flexibly BS-rigid.

Proof. The group PB3 is isomorphic to F2 × Z, and thus, by Proposition 1.29, it is not

UB-flexibly rigid. Now, PBm surjects onto PBm−1 with a finitely-generated kernel for all

m ≥ 3. Thus, for m ≥ 3, repeated applications of Proposition 1.24 imply that PBm is not

UB-flexibly BS-rigid. Finally, for m ≥ 3, Bm is not UB-flexibly BS-rigid since PBm is a

finite-index subgroup of Bm and by Proposition 1.25. �

It is interesting to note that the (2, 3)-torus knot group
〈
X,Y | X2 = Y3

〉
is not UB-

flexibly BS-rigid because it is isomorphic to the braid group B3. It would be interesting

to study the stability and BS-rigidity of torus knot groups further.

Next we show that Aut (Fn), Out (Fn) (n ≥ 3) and MCG (g) (g ≥ 3) are not BS-rigid

(but note that the questions of their flexible BS-rigidity remains open). Note that Out(F2)

is BS-rigid, and even stable, since, by [18], virtually-free groups are stable.

Proposition 1.32.

(1) For n ≥ 3, the groups Aut (Fn) and Out (Fn) are not BS-rigid.

(2) For g ≥ 3, the mapping class group MCG (g) is not BS-rigid.

Proof.

(1) The groups Aut (Fn) and Out (Fn) surject onto GLn(Z) with a finitely-generated

kernel [24]. But GLn(Z) is not BS-rigid by Theorem 1.15(1) because it is infinite,

residually finite, and has property (T). Thus Aut(Fn) and Out(Fn) are not BS-

rigid by Proposition 1.24 and Theorem 1.15.

(2) The group MCG(g) surjects onto Sp2g(Z) with a kernel N , known as the Torelli

subgroup, which is a finitely-generated group [17]. But Sp2g(Z) is not BS-rigid

because it is infinite, residually finite, and has property (T). Thus MCG(g) is not

BS-rigid by Proposition 1.24 and Theorem 1.15.

�

2. Suggestions for further research

Here we discuss interesting questions for further study, including some problems that

appear in [5, Sec. 2.2.], as well as new directions.
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2.1. Query complexity. Let E be a finite BS-rigid subset of FS . Then E is testable.

Hence, for each ε > 0, there is a
(

SolE , Sol≥εE

)
-separator Mε. From an algorithmic

perspective, it is desirable to minimize the query complexity ofMε as a function of ε (see

also [5, Sec. 2.1.4]).

In [7], it is shown that if the group Γ = 〈S | E〉 is abelian then Γ is polynomially stable.

Namely, there exists D = D(Γ) ≥ 1 such that
(

SolE , Sol≥εE

)
is separable by a Sample and

Substitute algorithm with query complexity OE

((
1
ε

)D)
. Finding the optimal D (known

as the degree of polynomial stability) for a given abelian group Γ is an open problem. In

particular, even the following problem is open.

Problem 1. Determine the degree of polynomial stability of Z2.

In [7], it is shown that, for k ≥ 2, the degree of polynomial stability of Zk, denoted

Dk, satisfies k ≤ Dk ≤ 2O(k). In the O(εn)-flexible model, the best known bounds are

2 ≤ Dk ≤ 2O(k).

The following basic problems are also open.

Problem 2. Is there a non-abelian polynomially-stable group?

Problem 3. Is there a stable group that is not polynomially stable?

The flexible variants of each of the above problems are also interesting and open. It it

worth noting that in the context of stability in unitary groups, the cohomological method

of [10] implies stability with linear rate whenever it applies (see also [25]).

In the realm of flexible stability, the main result of [19] implies that when Γ = 〈S | E〉 is a

surface group of genus at least 2, there is some ν(ε, n) ≤ O(εn) such that
(

SolE ,Sol≥ε,ν -flex
E

)
is separable by a Sample and Substitute separator with query complexity O

(
1
ε log 1

ε

)
.

It is interesting to bound the query complexity of other testable subsets of FS as well,

including those that are not stable. The following conjecture appears in [5].

Conjecture 4. Suppose that Γ = 〈S | E〉 is a finitely-presented amenable group, and thus

E is testable by Theorems 1.8 and 1.14. Then, E is testable with query complexity bounded

from above by some function of |S|,
∑

w∈E |w|, and the Følner function of Γ.

2.2. Time complexity. The time complexity of Sample and Substitute is proportional

to its query complexity. In particular, for a stable group, the Sample and Substitute

algorithm provides separators whose time complexity does not depend on the size n of the

input permutations.

The case for a BS-rigid instable subset E of FS might be different. The time complexity

of Local Statistics Matcher might be higher than its query complexity because of the

computation involved the evaluation of (5) in Algorithm 2.

Problem 5. Bound the time complexity for various instable BS-rigid finite subsets E ⊆
FS. In particular, it is interesting to check, for various such sets E, whether the time

complexity of the separators can be made independent on the size n of the input permuta-

tions.
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2.3. Allowing the number of queries to depend on n. Consider a relaxed version

of algorithmic separation (Definition 1.1) in which the maximum number of queries made

by the separating algorithm is q(ε, n) for some q : R>0 × N → N. Allowing q(n) ≥ n is

not interesting, since the input can then be read in its entirety, and so every two disjoint

subsets of Sym(n)k can be separated. A more modest dependence on n is interesting, and

may result in natural, weaker but non-trivial notions of testability. In particular, consider

the following problem.

Problem 6. Let E ⊆ FS be a finite set such that Γ = 〈S | E〉 has property (τ) and

infinitely many finite-index subgroups (by Theorems 1.8 and 1.15, E is not testable in the

usual sense). Are there examples where E is testable with q(ε, n) queries for some function

q with small dependence on n? Asymptotically, how small can we make this dependence?

2.4. Fixed radius BS-rigidity. Fixed radius BS-rigidity is a stricter variant of BS-

rigidity (Definition 1.7). In this stricter definition, the set P must be fixed, and may not

depend on ε.

Definition 2.1. A subset E of FS is fixed radius BS-rigid (or FR-BS-rigid for short) if

there exists a finite set P ⊆ FS such that for every ε > 0 there is δ = δ(ε) > 0 satisfying

dTV (Nσ,P , Nτ ,P ) ≥ δ for every n ∈ N, σ ∈ Sol≥εE (n) and τ ∈ SolE(n). In this case we also

say that E is (P, δ(ε))-FR-BS-rigid.

FR-BS-rigidity is a natural notion, which also has an algorithmic motivation: If E is

FR-BS-rigid then it is testable by family of Local Statistics Matcher separators with

P constant. This is a weaker variant of proximity oblivious testability (see [14, Def. 1.7]).

More details about this connection are given in [5, Sec. 2.2.6].

Note that every stable subset E of FS is (E, δ(ε))-FR-BS-rigid for some function

δ : R>0 → R>0.

Problem 7. Is there an instable FR-BS-rigid finitely-generated group?

3. Stability, BS-rigidity and invariant random subgroups

Let Γ be a finitely-generated group. Here we recall relevant definitions pertaining to

invariant random subgroups, and prove equivalent criteria for stability and BS-rigidity.

We consider the space Sub(Γ) of all subgroups of Γ with the topology induced from the

inclusion of Sub(Γ) in {0, 1}Γ, where the latter is endowed with the product topology, and

{0, 1} with the discrete topology. For finite subsets A and B of Γ, the set CA,B = {H ∈
Sub(Γ) | H ∩ A = B} is clopen in Sub(Γ). The collection of all sets CA,B of this form is

a basis for the topology on Sub(Γ). An invariant random subgroup of Γ is a Borel regular

probability measure µ on Sub(Γ) such that µ(γAγ−1) = µ(A) for every Borel subset A of

Sub(Γ) and γ ∈ Γ. The space of all invariant random subgroups of Γ is denoted by IRS(Γ).

This space is equipped with the weak-∗ topology, i.e., a sequence (µn)∞n=1 of measures in

IRS(Γ) converges to µ ∈ IRS(Γ) if and only if limn→∞ µn(CA,B) = µ(CA,B) for all finite

subsets A and B of Sub(Γ).
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An action of Γ on a finite set X gives rise to an invariant random subgroup µX given

by µX(A) = P(StabΓ(x) ∈ A), where x is sampled uniformly from X. The measure µX
is called the random stabilizer of X. We say that a sequence (Xn)∞n=1 is convergent if the

sequence of measures µXn converges to some measure µ. In this case, we also say that the

sequence (Xn)∞n=1 converges to µ and write Xn → µ. We write IRSf.i.(Γ) for the space of

invariant random subgroups of Γ supported on finite-index subgroups. Then µXn as above

belongs to IRSf.i.(Γ). An invariant random subgroup µ ∈ IRS(Γ) is co-sofic if it is the limit

of a sequence of elements of IRSf.i.(Γ). In this context, we should mention the Aldous–

Lyon conjecture, which states that every invariant random subgroup of a finitely-generated

free group is co-sofic [1].

Fix an epimorphism π : FS → Γ, where FS is a finitely-generated free group. The

embedding of Sub(Γ) in Sub(FS), sending H to π−1(H), gives rise to an embedding of

IRS(Γ) in IRS(FS). Henceforth, we shall view IRS(Γ) as closed subspace of IRS(FS). Note

that it is possible for an invariant random subgroup µ ∈ IRS(Γ) to be co-sofic in FS but

not in Γ, i.e., µ may be a limit of elements of IRSf.i.(FS), but not a limit of elements of

IRSf.i.(Γ).

3.1. Stability and BS-rigidity in terms of invariant random subgroups. Here we

reformulate the notions of stability and BS-rigidity in terms of invariant random subgroups

(Proposition 3.2).

Given a group Γ, a Γ-set is a set equipped with an action of Γ. For two finite FS-sets

X and Y with |X| ≤ |Y |, let

(8) dS(Y,X) = dS(X,Y ) = min
f : X→Y

1

|X|
∑
s∈S

∑
x∈X

1f(sx)6=sf(x) ,

where the minimum is taken over all injections f from X to Y .

Definition 3.1. Let (Xn)∞n=1 be a convergent sequence of finite FS-sets, Xn → µ ∈
IRS(FS). Then:

(1) (Xn)∞n=1 is a stability challenge for Γ if µ ∈ IRS (Γ).

(2) (Xn)∞n=1 is a BS-rigidity challenge for Γ if µ ∈ IRS(Γ) and µ is co-sofic (i.e.,

co-sofic in Γ).

(3) (Xn)∞n=1 is a sofic approximation for Γ if µ ∈ IRS(Γ) and µ is the Dirac measure

concentrated on the trivial subgroup of Γ.

(4) Two sequences (Xn)∞n=1 and (Yn)∞n=1 of finite FS-sets are equivalent if dS (Xn, Yn)→
0.

(5) A sequence of finite Γ-sets (Yn)∞n=1 is a ν-flexible solution (or simply solution when

ν = 0) for (Xn)∞n=1 if it is equivalent to (Xn)∞n=1, and there exists a sequence

(εn)∞n=1, εn → 0 such that |Xn| ≤ |Yn| ≤ |Xn|+ ν(εn, |Xn|) for all n.

Proposition 3.2. Let Γ be a finitely-generated group.

(1) Γ is stable (resp. ν-flexibly stable) if and only if every stability challenge for Γ has

a solution (resp. ν-flexible solution).
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(2) Γ is BS-rigid (resp. ν-flexibly BS-rigid) if and only if every BS-rigidity challenge

for Γ has a solution (resp. ν-flexible solution).

(3) Γ is weakly stable (resp. ν-flexibly weakly stable) if and only if every sofic approx-

imation for Γ has a solution (resp. ν-flexible solution).

We prove Proposition 3.2 in Section 4.2.

Proposition 1.28 follows immediately from Proposition 3.2.

Proof of Proposition 1.28. Clearly, if Γ is stable then it is also BS-rigid. For the other

direction, suppose that Γ is BS-rigid and that every IRS of Γ is co-sofic. Let (Xn)∞n=1 be a

stability challenge for Γ, with Xn → µ for some µ ∈ IRS(Γ). By assumption, µ is co-sofic,

so (Xn)∞n=1 is also a BS-rigidity challenge for Γ. Since Γ is BS-rigid, this challenge has a

solution. It follows that Γ is stable. �

4. Proofs

4.1. Proof of Propositions 1.9 and 1.19. Proposition 1.9 is the case ν = 0 of Propo-

sition 1.19. Hence, it suffices to prove the latter. As before, FS denotes the free group

on the set S = {s1, . . . , sk}, and we fix a function ν : R>0 × N → N ∪ {0,∞}, monotone

non-decreasing in the first argument.

The following lemma is a simple consequence of the triangle inequality.

Lemma 4.1 ([5, Lemma 6.9] and [5, Corollary 6.10])). Let P ′ ⊂ P be finite subsets of FS
and take σ, τ ∈ Sym(n)k, n ∈ N. Then dTV(Nσ,P ′ , Nτ ,P ′) ≤ dTV(Nσ,P , Nτ ,P )

Lemma 4.2. A subset E of FS is ν-flexibly BS-rigid if and only if the following condition

holds:

(?) For all sequences (σ(`))∞`=1 and (τ (`))∞`=1, σ(`) ∈ Sym(n`)
k, τ (`) ∈ SolE(n`), n` ∈

N, such that dTV(Nσ(`),P , Nτ (`),P ) → 0 for every finite subset P of FS, we have σ(`) ∈
Sol<ε`,ν -flex

E (n`) for some ε` → 0.

Proof. Clearly, if E is ν-flexibly BS-rigid then (?) holds. Now, let (Pm)∞m=1 be an as-

cending sequence of finite subsets of FS such that
⋃∞
m=1 Pm = FS . If E is not ν-flexibly

BS-rigid then there is an ε > 0 and sequences (σ(`))∞`=1 and (τ (`))∞`=1, σ(`) ∈ Sym(n`)
k,

τ (`) ∈ SolE(n`), n` →∞, such that dTV(Nσ(`),P`
, Nτ (`),P`

) < 1/`, but σ(`) ∈ Sol≥ε,ν -flex
E (n`).

In light of Lemma 4.1, this implies that (?) does not hold. �

Let Γ be a quotient group of FS , and write π for the quotient map. Recall the following

notation from the introduction (here n ∈ N, and x is sampled uniformly from [n]): (1) For

σ ∈ Sym(n)k and P ⊆ FS , we write Nσ,P for the distribution, over the power set 2P , of

{w ∈ P | w (σ)x = x}. (2) For a function f : Γ → Sym(n) and Q ⊆ Γ, we write Nf,Q for

the distribution, over the power set 2Q, of {γ ∈ Q | f(γ)x = x}.
The following proof requires the following related definition: for a function f : Γ →

Sym(n) and P ⊂ FS , writeNf,P for the distribution, over the power set 2P , of {w ∈ P | f(π(w))x = x}.
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Proof of Proposition 1.19. Assume that E is ν-flexibly BS-rigid. Take a sequence of func-

tions (f` : Γ→ Sym(n`))
∞
`=1, n` ∈ N, such that

d(f`(γ1γ2), f`(γ1)f`(γ2))→`→∞ 0 ∀γ1, γ2 ∈ Γ ,(9)

and such that there is a sequence of homomorphisms (g` : Γ→ Sym(n`))
∞
`=1 satisfying

dTV(Nf`,Q, Ng`,Q)→`→∞ 0 ∀Q ⊂ Γ, |Q| <∞ .(10)

Let σ(`) = (f`(π(s1), . . . , f`(π(sk))) ∈ Sym(n`)
k and τ (`) = (g`(π(s1), . . . , g`(π(sk))) ∈

SolE(n`). Take a finite subset P of FS , and letA` =
{
x ∈ [n`] | w(σ(`))x = f`(π(w))x ∀w ∈ P

}
.

Then (9) implies that |A`|/n` →`→∞ 1. Thus dTV(Nσ(`),P , Nf`,P )→`→∞ 0. On the other

hand, (10) implies that dTV(Nf`,P , Ng`,P ) →`→∞ 0. Thus dTV(Nσ(`),P , Ng`,P ) → 0. But

Ng`,P = Nτ (`),P because g` is a homomorphism, and hence dTV(Nσ(`),P , Nτ (`),P )→`→∞ 0.

Since the above holds for every finite subset P of FS , and since E is ν-flexibly BS-rigid,

Lemma 4.2 implies that σ(`) ∈ Sol<ε`,ν -flex
E (n`) for some ε` → 0. In other words, there is

a sequence (ω(`))∞`=1, ω(`) ∈ SolE(N`), such that
∑k

i=1 d(σ
(`)
i , ω

(`)
i ) < ε` and n` ≤ N` ≤

n`+ν(ε`, n`) for all `. For each ` ≥ 1, define a homomorphism h` : Γ→ Sym(N`) by letting

h`(π(si)) = ω
(`)
i for each 1 ≤ i ≤ k. Thus d(f`(π(si)), h`(π(si))) = d(σ

(`)
i , ω

(`)
i ) → 0, and

so (9) implies that d(f`(γ), h`(γ))→ 0 for each γ ∈ Γ. Thus Γ is BS-rigid.

Now assume that Γ is ν-flexibly BS-rigid. Take sequences (σ(`))∞`=1 and (τ (`))∞`=1, σ(`) ∈
Sym(n`)

k, τ (`) ∈ SolE(n`), such that

dTV(Nσ(`),P , Nτ (`),P )→ 0 ∀P ⊂ FS , |P | <∞ .(11)

Fix a function p : Γ → FS such that π(p(γ)) = γ for each γ ∈ Γ, and p(π(si)) = si for

each 1 ≤ i ≤ k. Define functions f` : Γ → Sym(n`) by letting f`(γ) = p(γ)(σ(`)). Take

γ1, γ2 ∈ Γ and set w = p(γ1γ2)p(γ2)−1p(γ1)−1. Then w ∈ kerπ and thus w(τ (`)) = 1Sym(n`)

for each ` ≥ 1. Hence, (11) implies that

d(f`(γ1γ2), f`(γ1)f`(γ2)) = d(w(σ(`)), 1Sym(n`))→ 0 .

Define homomorphisms g` : Γ → Sym(n`) by letting g`(π(si)) = τ
(`)
i for each 1 ≤ i ≤ k.

Then g`(γ) = p(γ)(τ (`)) for each γ ∈ Γ. Take a finite subset Q of Γ and let P = p(Q).

Then

dTV(Nf`,Q, Ng`,Q) = dTV(Nσ(`),P , Nτ (`),P )→`→∞ 0 .

Since Γ is ν-flexibly BS-rigid, we deduce that there is a sequence ε` → 0 and a sequence

(h` : Γ → Sym(N`))
∞
`=1 of homomorphisms, with n` ≤ N` ≤ n` + ν(ε`, n`), such that

d(f`(γ), h`(γ))→ 0 for each γ ∈ Γ. Define ω(`) ∈ SolE(N`) by letting ω
(`)
i = h`(π(si)) for

each 1 ≤ i ≤ k. Then, recalling that p(π(si)) = si for all 1 ≤ i ≤ k, we see that

d(σ(`), ω(`)) =

k∑
i=1

d(σ
(`)
i , ω

(`)
i ) =

k∑
i=1

d(f`(π(si)), h`(π(si))) < ε′`

for some ε′` → 0. Let ε′′` = max {ε`, ε′`}. Then ε′′` → 0, and we have d(σ(`), ω(`)) < ε′′` .

Also, n` ≤ N` ≤ n` + ν(ε′′` , n`) since ν is nondecreasing in the first argument. Hence

σ(`) ∈ Sol<ε
′′
` ,ν -flex(n`), and thus E is BS-rigid by Lemma 4.2. �
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4.2. Proof of Proposition 3.2. We require the following lemma.

Lemma 4.3 ([6, Lemma 7.6]). Let (Xn)∞n=1 be a sequence of finite Γ-sets, |Xn| → ∞,

Xn → µ, µ ∈ IRS(Γ). Let (mn)∞n=1 be a sequence of positive integers, mn → ∞. Then

there is a sequence (Yn)∞n=1 of finite Γ-sets such that |Yn| = mn and Yn → µ.

Proof of Proposition 3.2. 1. See [6, Lemma 7.4] for a proof in the case ν = 0. The proof

of the general case is almost identical.

2. We prove the claim for ν-flexible BS-rigidity (the case of BS-rigidity is the special

case ν = 0).

Recall that we realize Γ as a quotient of a free group FS , S = {s1, . . . , sk}, and write

Γ = 〈S | E〉 for some E ⊂ FS .

Assume that Γ is not ν-flexibly BS-rigid. Then E is not ν-flexibly BS-rigid by Propo-

sition 1.9. By Lemma 4.2, there is ε > 0 and sequences (σ(`))∞`=1 and (τ (`))∞`=1, σ(`) ∈
Sol≥ε,ν -flex

E (n`), τ
(`) ∈ SolE(n`), n` ∈ N, such that dTV(Nσ(`),P , Nτ (`),P ) → 0 for every

finite subset P of FS . Now, in general, a tuple σ ∈ Sym(n)k, n ∈ N, gives rise to an

action of FS on [n], given by sending each basis element si of FS to the permutation σi.

If σ ∈ SolE(n) then this FS-action factors through Γ.

Using this, and the compactness of IRS(FS), we see that there is a sequence (X`)
∞
`=1 of

finite FS-sets and a sequence (Y`)
∞
`=1 of finite Γ-sets, |X`| = |Y`|, such that (X`)

∞
`=1 and

(Y`)
∞
`=1 converge to the same measure µ ∈ IRS(Γ) (which is co-sofic in Γ because each Y`

is a finite Γ-set), but (X`)
∞
`=1 does not have a ν-flexible solution. In other words, (X`)

∞
`=1

is a BS-rigidity challenge for Γ that has no ν-flexible solution.

Now, assume that Γ has a BS-rigidity challenge (X`)
∞
`=1 that has no ν-flexible solution.

We may assume that there is ε > 0 such that for all ` ≥ 1 we have dS(X`, Z`) ≥ ε for

every Γ-set Z` such that |X`| ≤ |Z`| ≤ |X`|+ ν(ε, |X`|).
Let µ ∈ IRS(Γ) be the Γ-co-sofic measure such that X` → µ. By Lemma 4.3, there

is a sequence (Y`)
∞
`=1 of Γ-sets, |Y`| = |X`|, such that Y` → µ. Define n` := |X`| = |Y`|

In general, a finite FS-set X gives rise to a tuple σ = (σ1, . . . , σk) of permutations, σi ∈
Sym(X), defined by letting σix = six for all 1 ≤ i ≤ k and x ∈ X.

Using this, X` and Y` give rise to tuples σ(`) ∈ Sol≥ε,ν -flex
E (|X`|) and τ (`) ∈ SolE(|Y`|)

such that dTV(Nσ(`),P , Nτ (`),P ) → 0 for every finite subset P of FS , and so E is not

ν-flexibly BS-rigid. Hence Γ is not ν-flexibly BS-rigid by Proposition 1.9.

The proof of (3) is very similar to the proof of (2). �

4.3. Proofs of claims from Section 1.2.

Proof of Proposition 1.23. In general, for a finitely-generated group ∆ = 〈S | E〉, E ⊂
FS , the question of whether ∆ is (ν-flexibly) BS-rigid depends only on the sequence

(SolE(n))∞n=1.

Let Γ = 〈S | E〉 and Γ/R(Γ) = 〈S | E′〉 be presentations of Γ and Γ/R(Γ), E ⊂ E′ ⊂ FS .

The claim follows since SolE(n) = SolE′(n) for all n ≥ 1. �

Lemma 4.4. Let Γ be a finitely-generated group, and let N be a finitely-generated subgroup

of Γ such that NCΓ. Let (Xn)∞n=1 be a sequence of finite Γ-sets that converges to a measure
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µ which belongs to the space IRS(Γ/N), viewed as a subspace of IRS(Γ). Then there is

a sequence (Zn)∞n=1 of Γ/N -actions such that (Xn)∞n=1 and (Zn)∞n=1 are equivalent and

|Zn| = |Xn| for all n.

Proof. For n ∈ N, let X ′n be the subset of Xn consisting of all points x ∈ Xn such

that N ≤ StabΓ(x). Then X ′n is a union of orbits on Xn because N is normal in Γ.

Let Zn = Xn × {0} be a copy of Xn, equipped with the following Γ-action: For all

(γ, x) ∈ Γ×Xn, γ(x, 0) = (γx, 0) if x ∈ X ′n and γ(x, 0) = (x, 0) otherwise. The action of

Γ on Zn clearly factors through Γ/N . To prove that (Xn)∞n=1 and (Zn)∞n=1 are equivalent,

it remains to show that |X ′n|/|Xn| → 1.

Let µn ∈ IRS(Γ) be the random stabilizer of Xn, and take a finite generating set A ⊂ Γ

for N . Then, recalling the notation from Section 3, we have µn(CA,A) = |X ′n|/|Xn| and

µn(CA,A)→ µ(CA,A). But µ(CA,A) = 1 because µ belongs to IRS(Γ/N). �

Proof of Proposition 1.24. Take a stability (resp. BS-rigidity) challenge (Xn)∞n=1 for Γ/N ,

and write µ ∈ IRS(Γ/N) for its limit measure. Then (Xn)∞n=1 is also a stability (resp.

BS-rigidity) challenge for Γ, and as such, it has a (ν-flexible) solution (Yn)∞n=1, where each

Yn is a Γ-set.

By Lemma 4.4, there is a sequence (Zn)∞n=1 of finite Γ-sets, such that (Yn)∞n=1 and

(Zn)∞n=1 are equivalent and |Zn| = |Yn|. Thus (Zn)∞n=1 is a (ν-flexible) solution for (Xn)∞n=1.

�

Proof of Proposition 1.25. Our claim about flexible stability is an immediate generaliza-

tion of [16, Lemma 3.3]. For flexible BS-rigidity, our proof slightly differs, but follows from

the same idea of inducing actions (and approximate actions) from H to Γ. We sketch the

details below.

Fix a function s : Γ/H → Γ such that s(1ΓH) = 1Γ and s(γH) ∈ γH for every γ ∈ Γ.

Then c : Γ× Γ/H → H, given by c(γ1, γ2H) = s(γ1γ2H)−1γ1s(γ2H), is a co-cycle for the

left-multiplication action of Γ on Γ/H, i.e., c(γ1γ2, γ3H) = c(γ1, γ2γ3H)c(γ2, γ3H) for all

γ1, γ2, γ3 ∈ Γ.

Take a sequence of functions (fH` : H → Sym(n`))
∞
`=1, n` →∞, such that d(fH` (γ1γ2), fH` (γ1)fH` (γ2))→

0 for all γ1, γ2 ∈ H, and assume that there is a sequence of homomorphisms gH` : H →
Sym(n`) such that

(12) dTV(NfH` ,Q, NgH` ,Q
)→ 0 for every finite Q ⊆ H .

Define fΓ
` : Γ→ Sym(Γ/H×[n`]) and gΓ

` : Γ→ Sym(Γ/H×[n`]) by letting fΓ
` (γ1)(γ2H,x) =

(γ1γ2H, f
H
` (c(γ1, γ2H))x) and gΓ

` (γ1)(γ2H,x) = (γ1γ2H, g
H
` (c(γ1, γ2H))x). Note that for

every h ∈ H, the restriction of the permutation fΓ
` (h) ∈ Sym(Γ/H × [n`]) to {1ΓH}× [n`]

is identified in the natural way with the permutation fH` (h) ∈ Sym(n`).

By direct computation, one can see that d
(
fΓ
` (γ1γ2), fΓ

` (γ1)fΓ
` (γ2)

)
→ 0 for all γ1, γ2 ∈

Γ (see [16]).

For every finite subsetQ of Γ, letQH denote the subset c(Q×Γ/H) ofH. Now, for γ′ ∈ Γ

and x ∈ [n`], we have StabfΓ
`

(γ′H,x) =
{
γ ∈ γ′Hγ′−1 | c(γ, γ′H) ∈ StabfH`

(x)
}

, and thus

StabfΓ
`

(γ′H,x) ∩ Q is determined by StabfH`
(x) ∩ QH and γ′H for every finite subset Q
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of Γ. Similarly, StabgΓ
`
(γ′H,x)∩Q is determined in the same manner by StabgH`

(x)∩QH
and γ′H. Thus, (12) implies that dTV(NfΓ

` ,Q
, NgΓ

` ,Q
)→ 0 for every finite Q ⊆ Γ.

Since Γ is ν-flexibly BS-rigid, and since (gΓ
` )∞`=1 are homomorphisms, there is a sequence

(ε`)
∞
`=1 with ε` → 0, and homomorphisms

(
hΓ
` : Γ→ Sym(Y`)

)∞
`=1

where Γ/H × [n`] ⊆
Y` and Y` is a finite set with |Y`| ≤ m` + ν(ε`,m`) (m` = |Γ/H × [n`]|), such that

d
(
fΓ
` (γ), hΓ

` (γ)
)
→ 0 for all γ ∈ Γ. In particular, d (f`(γ), h`(γ)) → 0 for every γ ∈ H,

proving the claim (noting that |Y`| − n` = ([Γ : H]− 1)n` + ν(ε`, [Γ : H]n`)). �

Proof of Proposition 1.27. Let Γ be finitely-generated residually-finite (ν-flexibly) BS-

rigid group. Let (Xn)∞n=1 be a sofic approximation for Γ. That is, each Xn is a finite FS-set,

and (Xn)∞n=1 converges to the Dirac measure µ concentrated on the trivial subgroup of Γ.

But µ is co-sofic in Γ because Γ is residually finite. Thus (Xn)∞n=1 is a BS-rigidity challenge

for Γ, and hence it has a (ν-flexible) solution because Γ is (ν-flexibly) BS-rigid. �

4.4. Proof of Theorem 1.15. Recall that for a group Γ, generated by a finite set S,

property (τ) can be defined simply as follows: Γ has property (τ) if there is κ > 0 such

that for every finite-dimensional unitary representation ρ : Γ→ U(H), if ρ factors through

a finite quotient of Γ and v ∈ H satisfies ‖ρ(s)v − v‖ ≤ ε‖v‖ for all s ∈ S, ε > 0, then

‖v − Pv‖ ≤ ε
κ‖v‖, where P : H → HΓ is the orthogonal projection onto the subspace HΓ

of Γ-invariant vectors.

Part 2 of Theorem 1.15 is proved in [4]. We shall prove Part 1 here.

Proof of Theorem 1.15(1). Since Γ has infinitely many finite quotients, there is a con-

vergent sequence (Xn)∞n=1 of transitive finite Γ-sets, |Xn| → ∞. Write µ ∈ IRS(Γ) for

the limit measure of Xn. Clearly, µ is co-sofic. For n ∈ N, let Yn = (Xn \ {xn0}) × {0},
where xn0 is an arbitrary element of Xn. Define an FS-action on Yn as follows: Take

(s, x) ∈ S× (Xn \ {xn0}). If sx 6= xn0 , let s(x, 0) = (sx, 0). Otherwise, let s(x, 0) = (s2x, 0).

Then Yn → µ, and thus (Yn)∞n=1 is a BS-rigidity challenge for Γ. Assume for the sake

of contradiction that (Yn)∞n=1 has a solution (Zn)∞n=1. That is, each Zn is a finite Γ-set,

|Zn| = |Yn|, and dS(Yn, Zn) → 0. Consider the Γ-modules C[Xn] and C[Zn] of C-linear

combinations of elements of Xn and Zn, respectively, where Γ acts by multiplication from

the left. Also consider the Γ-action on the space L := HomC(C[Zn],C[Xn]), consisting

of all linear maps from C[Zn] to C[Xn], given by γf = γ ◦ f ◦ γ−1. Endowing L with

the unique Hermitian product such that the set {Ex,z | x ∈ Xn, z ∈ Zn} is an orthonormal

basis, the Γ-action on L becomes a unitary representation (here Ex,z is the linear map

from C[Zn] to C[Xn] that sends z to x and sends every z′ ∈ Zn \ {z} to 0). Note that

the subspace of Γ-invariant vectors in L is the space of morphisms of Γ-representations

from C[Zn] to C[Xn]. Let fn : C[Zn]→ C[Xn] be the linear map such that fn((x, 0)) = x

for every x ∈ Xn \ {xn0}. Now, [4, Proposition 2.4] deals with this exact construction

(without assuming that Γ has property (τ)), and says that ‖fn − hn‖ ≥ 1√
2
‖fn‖ for every

morphism of representations hn : C[Zn]→ C[Xn]. But ‖sfns−1− fn‖ → 0 for every s ∈ S,

in contradiction to the assumption that Γ has property (τ). �
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[12] Gábor Elek, Finite graphs and amenability, J. Funct. Anal. 263 (2012), no. 9, 2593–

2614. ↑7
[13] Lev Glebsky and Luis Manuel Rivera, Almost solutions of equations in permutations,

Taiwanese J. Math. 13 (2009), no. 2A, 493–500. ↑7
[14] Oded Goldreich, Introduction to property testing, Cambridge University Press, Cam-

bridge, 2017. ↑14



TESTABILITY IN GROUP THEORY 22

[15] William Timothy Gowers and Omid Hatami, Inverse and stability theorems for ap-

proximate representations of finite groups, Mat. Sb. 208 (2017), no. 12, 70–106. ↑8
[16] Adrian Ioana, Stability for product groups and property (τ), J. Funct. Anal. 279

(2020), no. 9, 108729, 32. ↑3, 7, 9, 10, 11, 12, 19

[17] Dennis Johnson, The structure of the Torelli group. I. A finite set of generators for

I, Ann. of Math. (2) 118 (1983), no. 3, 423–442. ↑12

[18] Nir Lazarovich and Arie Levit, Virtually free groups are stable in permutations. ↑7,

12

[19] Nir Lazarovich, Arie Levit, and Yair Minsky, Surface groups are flexibly stable. ↑7, 9,

13

[20] Arie Levit and Alexander Lubotzky, Infinitely presented stable groups and invariant

random subgroups of metabelian groups. ↑6, 7

[21] , Uncountably many permutation stable groups. ↑6, 7

[22] Gilbert Levitt, On the automorphism group of generalized Baumslag-Solitar groups,

Geom. Topol. 11 (2007), 473–515. ↑12

[23] Alexander Lubotzky, Discrete groups, expanding graphs and invariant measures,
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