ABSTRACT

Mutual exclusion is a fundamental distributed coordination problem. Shared-memory mutual exclusion research focuses on local-spin algorithms and uses the remote memory references (RMRs) metric. To ensure the correctness of concurrent algorithms in general, and mutual exclusion algorithms in particular, it is often required to prohibit certain re-orderings of memory instructions that may compromise correctness, by inserting memory fence (a.k.a. memory barrier) instructions. Memory fences incur non-negligible overhead and may significantly increase time complexity.

A mutual exclusion algorithm is adaptive to total contention (or simply adaptive), if the time complexity of every passage (an entry to the critical section and the corresponding exit) is a function of total contention, that is, the number of processes, \( k \), that participate in the execution in which that passage is performed. We say that an algorithm \( A \) is \( f \)-adaptive (and that \( f \) is an adaptivity function of \( A \)), if the time complexity of every passage in \( A \) is \( O(f(k)) \). Adaptive implementations are desirable when contention is much smaller than the total number of processes, \( n \), sharing the implementation. Recent work [5] presented the first read/write mutual exclusion algorithm with asymptotically optimal complexity under both the RMRs and fences metrics: each passage through the critical section incurs \( O(\log n) \) RMRs and a constant number of fences. The algorithm works in the popular Total Store Ordering (TSO) model. The algorithm of [5] is non-adaptive, however, and they posed the question of whether there exists an adaptive mutual exclusion algorithm with the same complexities.

We provide a negative answer to this question, thus capturing an inherent cost of adaptivity. In fact, we prove a stronger result: adaptive read/write mutual exclusion algorithms with constant fence complexity do not exist, regardless of their RMR complexity. This result follows from a general tradeoff that we establish for such algorithms, between the fence complexity and the growth rate of adaptivity functions. Specifically, we prove that the fence complexity of any such algorithm with a linear (or sub-linear) adaptivity function is \( \Omega(\log \log n) \). The tradeoff holds for implementations that may use compare-and-swap operations, in addition to reads and writes.

We show that our results apply also to obstruction-free implementations of well-known objects, such as counters, stacks and queues.
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1. INTRODUCTION

In the mutual exclusion problem, a set of processes must coordinate their accesses to a critical section (CS) so that, at any point in time, at most a single process is inside the CS. Introduced by Dijkstra in 1965 [9], the mutual exclusion problem is a fundamental Distributed Computing problem and is still the focus of intense research [2, 23].

For more than 20 years, shared-memory mutual exclusion research has investigated the remote memory references (RMR) complexity of local-spin mutual exclusion algorithms; much of this work focuses on (deterministic) read/write mutual exclusion (e.g. [8, 14, 15, 17, 25]). Anderson and Yang were the first to present an \( n \)-process mutual exclusion algorithm, where every passage (an entry to the critical section and the corresponding exit) incurs \( O(\log n) \) RMRs. This is optimal [7].

A mutual exclusion algorithm \( A \) is adaptive, if its RMR complexity is a function of the number of active processes.
More formally, an algorithm is \( f \)-adaptive to total contention (henceforth simply adaptive), if the RMR complexity of every passage is \( O(f(k)) \), where \( k \) denotes total contention, that is, the number of processes that participate in the execution. It is \( f \)-adaptive to interval contention (respectively, point contention) if the RMR complexity of every passage \( P \) is \( O(f(k)) \), where \( k \) is the number of processes that are active during \( P \) (respectively, the maximum number of processes that are concurrently active at some point in time during \( P \)). We call \( f \) the adaptivity function of \( A \). Adaptive algorithms are desirable when the number of active processes is often significantly smaller than \( n \), the total number of processes.

Mutual exclusion algorithms are almost always designed under the assumption that memory accesses are atomic, i.e., linearizable [12], or at least sequentially consistent [18]. In practice, however, modern compilers optimize code so as to issue certain instructions out of order, based on the memory model supported by the architecture.

The memory model dictates which operation pairs can be reordered [1, Figure 8]. For example, the widely-supported total store ordering (TSO) model [19] ensures that writes are not reordered, but it is possible to perform a read from address \( a \) before a write to address \( b \neq a \) that is earlier in program order is performed.

The TSO model is supported by several common architectures, including SPARC [19] and x86 [13]. It is weaker than sequential consistency, and hence, also weaker than linearizability.

To ensure the correctness of a concurrent algorithm, it is possible to prohibit the reordering of memory instructions, by inserting a fence (also called a barrier) instruction between them. The use of fences was shown to be unavoidable for read/write mutual exclusion algorithms [3].

Since memory fences incur significant overhead, the number of fence instructions incurred by each passage of an algorithm (henceforth called its fence complexity) is a significant contributor to its time complexity, alongside the algorithm’s RMR complexity.

Recent work by Attiya, Hendler and Levy [5] presented the first TSO mutual exclusion algorithm that is optimal in terms of both its RMR and fence complexities: each passage incurs a logarithmic number of RMRs and a constant number of fences. Their algorithm is not adaptive, however, and they posed the question of whether an adaptive TSO mutual exclusion algorithm with the same RMR and fence complexities exists. This is the question that we address in this work.

Our Contributions

We provide a negative answer to the question posed by [5]. In fact, we prove a stronger result: read/write mutual exclusion algorithms with constant fence complexity cannot be adaptive to total (hence also to interval- or point-) contention. This impossibility result holds regardless of the RMR complexity of the algorithm.

Our result follows from a general tradeoff that we establish between the fence complexity and the growth rate of adaptivity functions. Specifically, we prove that the fence complexity of any read/write algorithm with a linear (or sub-linear) adaptivity function is \( \Omega(\log \log n) \). Our results apply for both the cache-coherent (CC) and the distributed shared-memory (DSM) models.

Following [5, 10], our tradeoff applies also to algorithms that may use comparison primitives, such as compare-and-swap (CAS), in addition to reads and writes. We show that our results also hold for obstruction-free [11] implementations of well-known objects, such as counters, stacks and queues.

Our results establish a time complexity separation between adaptive and non-adaptive implementations, thus capturing an inherent cost incurred by adaptive algorithms in the TSO model.

The rest of this paper is organized as follows. The model we use and required definitions are provided in Section 2. An overview of our proofs is presented in Section 3. The paper is concluded with a short discussion in Section 4.

2. Model and Definitions

We assume the standard asynchronous shared memory model [12], in which a set of processes \( P \) communicate by applying operations to a set of shared variables \( V \), each of which is assigned an initial value. We consider both the cache-coherent (CC) and the distributed shared-memory (DSM) computation models [2].

In the DSM model, each processor owns a segment of shared memory that can be locally accessed without traversing the processor-to-memory interconnect. Thus, every variable is permanently local to a single processor and remote to all others. An access of a remote variable is an RMR.

In the CC model, all variables are remote to all processes. Each processor maintains copies of shared variables inside its private cache, whose consistency is ensured by a coherence protocol. Our results apply to both the write-through and write-back [22] CC coherence protocols. An access made by a process in a CC system is an RMR, if the corresponding cache does not contain an up-to-date copy of the variable.

Our model assumes that each variable is permanently local to at most a single process (and remote to all others) and thus applies to both DSM and CC systems. For variable \( v \), we denote by \( owner(v) \) the process to which \( v \) is local. We write \( v \) as a sequence of primitive operations in a process \( p \), such that \( at\ most\ one\ operation\ is\ issued\ to\ a\ remote\ variable\ of\ p \).

A primitive operation \( \alpha \) is a read or write by some \( p \in P \) issued to a variable \( v \in V \). The operation \( \alpha \) includes the value read or written. We write \( \alpha = read(v)(write(v)) \) if \( \alpha \) is a read (write) operation issued to variable \( v \). Following [17], we define an event \( e \) as a sequence of primitive operations by some process \( p \), such that \( at\ most\ one\ operation\ is\ issued\ to\ a\ remote\ variable\ of\ p \).

The remote variable accessed in \( e \) (if any) and the type of operation applied to it (read/write) is determined before any shared variable is accessed by \( e \), that is, it depends only on \( p \)'s internal state when \( e \) starts. We denote by \( op(e) = read(v)(write(v)) \) the operation to the remote variable issued in \( e \); we write \( op(e) = \perp \) if there is no such operation in \( e \). We say that \( e \) is a read (write) event if \( op(e) = read(v)(write(v)) \) for some variable \( v \). Later we extend the definition of an event by defining new types of special events.

An execution fragment is a (finite or infinite) sequence of events. An execution is an execution fragment that starts

---

1Owens, Sarkar and Sewell [20] prove Intel x86 is equivalent to Sparc TSO.

2For simplicity and without loss of generality, we assume that each of the processes participating in the algorithms we consider runs on a unique processor.
from the initial configuration, resulting when processes apply operations to the implemented object as they execute their algorithm. If a process has not completed its operation, it has exactly one enabled event, which is the next event it will execute, as specified by the algorithm it is using. We consider finite execution fragments, unless otherwise specified. For execution fragments \( E \) and \( F \), the execution fragment \( EF \) denotes the concatenation of \( E \) and \( F \). For execution \( E \), we say that \( F \) is an extension of \( E \) if \( EF \) is an execution.

**TOTAL STORE ORDERING (TSO)**

We now present an operational model for the behavior of a shared-memory system with relaxed memory ordering, which is a simplified version of the model used by Park and Dill [21].

A set of \( n \) processes, \( p_1, \ldots, p_n \), each with its own abstract write buffer, execute read and write memory operations in the order specified by their algorithm, called program order. Write operations may be delayed and executed after read operations following them in program order. This is modeled by having write operations go to the write buffer rather than directly to shared memory.

A configuration describes the state of a system: It contains the local state of each process, including its location in its algorithm and the contents of its write buffer. It also contains the value of each shared variable. In the initial configuration, all processes are in their initial state and their write buffers are empty; all shared variables hold their initial values.

In each step, a scheduling adversary picks a process and then decides whether to let it execute another event according to its algorithm or to commit the first write operation in its write buffer (if any). In the latter case, the write is committed by changing the value of the respective shared variable to the parameter of the write and the write becomes visible. The write operation is committed at this step.

What happens when a process \( p \) issues an event depends on the type of the event. A fence event \( e \) forces the adversary to commit all the writes in \( p \)'s write buffer (if any) in the order they were issued. That is, whenever the adversary schedules \( p \), it commits the next write from \( p \)'s write buffer, as long as the buffer is not empty. We say that process \( p \) completes fence \( e \) in execution \( E \) if all the writes that were in \( p \)'s write buffer when \( e \) was issued by \( p \) were committed in \( E \).

Otherwise, event \( e \) is a sequence of operations. An operation is executed according to its type:

1. A write operation is placed at the write buffer. If there is already a write operation to this variable in \( p \)'s write buffer, then the older write in the write buffer is replaced with the new one; otherwise, the write is placed at the end of the write buffer. The write operation is issued at this event.

2. A read operation returns the value of the variable, and the process changes its local state accordingly. If there is a write to this variable in the write buffer, the value is read from that write; otherwise, the value of the variable is read from shared memory. The read operation is issued at this event.

Let \( E \) be an execution fragment. For a set of processes \( Y \), we denote by \( E^{-Y} \) the execution fragment obtained from \( E \) by removing all the events issued by processes in \( Y \), and we say that the processes of \( Y \) are erased from \( E \). We write \( p = \text{writer}(v, E) \), and say that \( p \) is visible on \( v \) after \( E \) if \( p \) is the last process to commit a write to \( v \) in \( E \), and \( \text{writer}(v, E) = \bot \) if there exists no such \( p \). We say that an event \( e \in E \) accesses a variable \( v \) if \( e \) is an event by process \( p \) that either commits a write to \( v \) or issues a read to \( v \), and there is no copy of \( v \) in \( p \)'s write buffer when \( e \) is executed (hence \( e \) accesses shared memory). We say that process \( p \) accesses variable \( v \) in \( E \) if there is an event by \( p \) in \( E \) that accesses \( v \). We denote by \( \text{Accessed}(v, E) \) the set of processes that accessed \( v \) in \( E \). For event \( e \in E, e \) is a remote event in \( E \) if \( e \) accesses a remote variable, and a local event otherwise. Notice that whether an event \( e \) is considered remote depends on the execution containing the event.

We now capture the extent by which processes are aware of the participation of other processes in an execution. We do so by adapting a definition used for this purpose by [4].

**Definition 1.** We say that \( p \) is aware of \( q \) after \( E \) if either \( p = q \) or if there is an event \( e \in E \) by \( p \) that reads a shared memory variable \( v \) such that one of the following holds:

1. the last process to commit write to \( v \) before \( e \) is \( q \);
2. the last process to commit write to \( v \) before \( e \) is \( r \), and \( r \) is aware of \( q \) at the time it issued that write.

The awareness-set of \( p \) after \( E \), denoted by \( \text{AW}(p, E) \), is the set of processes that \( p \) is aware of after \( E \).

Intuitively, a process \( p \) is aware of the participation of another process \( q \) in an execution if there is (either direct or indirect) information flow from \( q \) to \( p \) in that execution via shared memory. For simplicity and without loss of generality, we assume that different write events write different values.

**Mutual Exclusion Systems**

Each process \( p \) has a private variable \( \text{section}_p \) that represents which section in the mutual exclusion algorithm \( p \) is currently in. \( \text{section}_p \) is initially \( \text{nocs} \), indicating that \( p \) is in the non-critical section. Each process \( p \) has three special events which only \( p \) may execute, called transition events:

1. \( \text{Enter}_p \) causes \( p \) to transit from its non-critical section to its entry section and sets \( \text{section}_p = \text{entry} \). This event is enabled if and only if \( \text{section}_p = \text{nocs} \).
2. \( \text{CS}_p \) causes \( p \) to transit from its entry section to its exit section and updates \( \text{section}_p = \text{exit} \). (For notational simplicity and WLOG we assume that the execution of the critical section is instantaneous.) This event is enabled only if \( \text{section}_p = \text{entry} \).
3. \( \text{Exit}_p \) causes \( p \) to transit from its exit section to its non-critical section and updates \( \text{section}_p = \text{nocs} \). This event is enabled only if \( \text{section}_p = \text{exit} \).

For execution \( E \) and process \( p \), we let \( \text{status}(p, E) \) denote the value of \( \text{section}_p \) after \( E \). A mutual exclusion system is required to satisfy the following properties:

**Exclusion** For any execution \( E \), if both \( \text{CS}_p \) and \( \text{CS}_q \) are extensions of \( E \), then \( p = q \).
Progress. Given an execution \(E\), let \(X = \{q \in P | \text{status}(q, E) \neq \text{ncs}\}\). If \(X = \{p\}\), then there exists a solo extension \(F\) by \(p\) such that \(EFEx_{cy}\) is an execution.

The exclusion property prevents multiple critical-section events from being simultaneously enabled. If two events \(CS_p\) and \(CS_q\) are simultaneously enabled after an execution \(E\), then mutual exclusion may be violated. The exclusion property states that such a situation does not arise. The progress property we use was defined in [7] and is called weak obstruction-freedom. It is implied by deadlock-freedom and obstruction-freedom [11], although it is strictly weaker than both. In particular, it permits livelock. This weaker and obstruction-freedom property states that such a situation does not arise. The relationship between a critical event and an RMR in different cache-coherence protocols.

\[\text{Definition 2. Let } E = E_1E_2 \text{ be an execution fragment, where } e \text{ is an event by process } p. \text{ We say that } e \text{ is a critical event in } E \text{ if one of the following holds:}\]

- **Critical read**: \( e = (q, p) \) in \( E_1 \) is the first remote read of \( v \) by \( p \) (i.e., \( E_1 \) does not contains a remote read to \( v \) by \( p \)).

- **Critical write**: \( e = (v, p) \) in \( E_1 \) is the first remote write of \( v \) by \( p \) in \( E_1 \), or \( e \) overwrites a value written to \( v \) by another process.

In the DSM model, each critical event accesses a remote variable, thus generating an RMR. In the CC model with a write-through protocol, writes always generate an RMR. In the CC model with a write-back protocol, if \( \text{writer}(v, E_1) = q \neq p \) then \( v \) is stored in the local cache of \( q \), thus \( p \) must invalidate or update the cached copy of \( v \), generating an RMR. It follows that in both the write-through and write-back protocols, a critical write and a critical read that is the first access of \( v \) by \( p \) are both RMRs.

A first write followed by a first read are two critical events, but the read does not necessarily generate a cache miss. Nevertheless, since the first write is always an RMR, at least half of all critical events are RMRs. Consequently, if \( A \) is \( f\)-adaptive then each process may encounter at most \( 2f(k) \) critical events during a single passage, where \( k \) is total contention. We may therefore assume for simplicity that \( f(k) \) bounds the number of critical events incurred by a process during a single passage.

3. **Proof Overview**

Here we provide a detailed overview of our proofs. Complete proofs are provided in the full paper.

We fix an \( N\)-process \( f\)-adaptive mutual exclusion system \( A \). Our goal is to construct an execution in which there is a process that executes "many" fences while attempting to gain access to the critical section. The number of fences will be a function of \( f \). We first present the definition of an invisible-set, a key notion in the constructing of this execution.

Given an execution \( E \), we define two sets of processes. \( \text{Active processes}\), denoted by \( \text{Act}(E) \), is the set of processes that start a passage in \( E \) and are yet to complete it. Informally, an active process is a process in its entry section, trying to enter its critical section. \( \text{Finished processes}\), denoted by \( \text{Fin}(E) \), is the set of processes that completed a passage in \( E \).

**Definition 3. Let \( E \) be an execution and \( \text{INV} \) be a set of processes such that \( \text{INV} \subseteq \text{Act}(E) \). We say that \( \text{INV} \) is an invisible set (IN-set), and we call a process in \( \text{INV} \) an invisible process, if the following conditions hold:**

**IN1:** \( \forall p \in P : \text{AW}(p, E) \cap \text{INV} \subseteq \{p\} \)

Informally, no process is aware of any invisible process other than itself.

**IN2:** \( \forall p \in \text{INV} : \text{status}(p, E) = \text{entry} \)

Informally, all invisible processes are in the entry section.

**IN3:** \( \forall Y \subseteq \text{INV} \), and for any \( e \in E^{-Y} \); \( e \) is a critical event in \( E^{-Y} \) if and only if \( e \) is a critical event in \( E \).

Informally, erasing invisible processes does not affect the criticality of remaining events.

**IN4:** For event \( e \in E \) by process \( p \in \text{INV} \), if \( p \) accesses a remote variable \( v \) in \( e \) then owner(\( v \)) \( \notin \text{Act}(E) \).

Informally, if a process \( p \) accesses a remote variable \( v \) local to some process \( q \), then \( q \) is not an active process.

**IN5:** \( \forall v \in V : |\text{Accessed}(v, E) \cap \text{Act}(E)| > 1 \) then writer(\( v \)) \( \notin \text{INV} \).

Informally, if variable \( v \) has been accessed by more than a single active process, then \( v \) was not last written by an invisible process.

IN1 ensures that no process is aware of any invisible process (other than itself). This property allows us to erase from the execution we construct any invisible process, that is, to remove its events from the execution.

IN2 ensures that all invisible processes are in their entry section, trying to gain access to the critical section.

IN3 ensures that erasing invisible processes does not affect the number of critical events executed so far by processes that remain active.

IN4 ensures that no process can become aware of an invisible process by reading a variable local to it.

Let \( p \) be an invisible process that is visible on some variable \( v \). IN5 ensures that if we need to erase \( p \) from the execution, no other invisible process becomes visible on \( v \). Note that any subset of an IN-set is itself an IN-set.

In Section 3.1, we describe in detail the execution we construct. Before that, we present a few technical lemmas that are required for arguing about its properties.

**Lemma 1. Let \( E \) be an execution and let \( p \in P \) be a process such that \( p \notin \text{AW}(q, E) \) for any \( q \neq p \). Then \( E^{-p} \) is an execution.**

IN1 ensures that no process is aware of any invisible process. Hence, if \( E \) is an execution and \( p \) is an invisible process, Lemma 1 ensures us that when we erase the events of \( p \) from \( E \) we obtain a legal execution.

The following lemma considers executions obtained by erasing the events of a set of invisible processes. It establishes that processes whose events are not erased remain in the invisible set.

**Lemma 2. Let \( E \) be an execution, \( \text{INV} \subseteq P \) be an IN-set of \( E \), and \( Y \subseteq \text{INV} \). Then the following hold:**

- \( E^{-Y} \) is an execution.
• Each $p \in Act(E^{-Y})$ executes the same critical events in $E^{-Y}$ and in $E$.

• $INV \setminus Y$ is an IN-set of $E^{-Y}$.

Proof. We prove the lemma for the case $Y = \{p\}$, a singleton. The general case is easily proven by induction. From Lemma 1, $E^{-p}$ is an execution, establishing the first property. By IN3, an event in $E^{-p}$ is critical if and only if it is critical in $E$. Since each $q \in Act(E^{-p})$ executes the same events in $E$ and in $E^{-p}$, it executes the same critical events in both executions, and the second property follows. We now prove that $INV \setminus \{p\}$ is an IN-set of $E^{-p}$:

IN1: $IN1$ clearly holds for $p$, as it does not participate in $E^{-p}$. Consider $q \neq p$. Since $q$ executes the same events in $E$ and in $E^{-p}$, we have $AW(q, E) = AW(q, E^{-p})$. By IN1, $AW(q, E) \cap INV \subseteq \{q\}$ and, in particular, $AW(q, E^{-p}) \cap INV \subseteq \{q\}$, implying that $IN1$ holds for $q$ in $E^{-p}$.

IN2: Every $q \in INV \setminus \{p\}$ executes the same events in $E$ and $E^{-p}$, thus $status(q, E^{-p}) = status(q, E) = entry$.

IN3: Consider $Z \subseteq INV \setminus \{p\}$ and $e \in (E^{-p}^{-Z})$. Note that $e$ is an event also in $E$ and in $E^{-p}$.

$Z \subseteq INV \setminus \{p\}$ and $INV \subseteq E$ is an IN-set of $E$. Therefore, it follows from IN3 applied to $E$ that $e$ is a critical event in $E^{-Z}(p)$ if and only if $e$ is a critical event in $E$. This proves IN3, since $e$ is a critical event in $E$ if and only if it is a critical event in $E^{-p}$.

IN4: Consider an event $e \in E^{-p}$ by process $q$ accessing a remote variable $v$. By IN4, $owner(v) \notin Act(E)$, hence $owner(v) \notin Act(E^{-p}) \subseteq Act(E)$.

IN5: Assume $[Accessed(v, E^{-p}) \cap Act(E^{-p})] > 1$ for some $v$. Since $Act(E^{-p}) \subseteq Act(E)$, we get $[Accessed(v, E) \cap Act(E)] > 1$ and, by IN5 applied to $E$, $writer(v, E) \notin INV$. The only events removed are $p \in INV$, thus $writer(v, E^{-p}) = writer(v, E) \notin INV$ and, in particular, $writer(v, E^{-p}) \notin INV \setminus \{p\}$.

Our proof constructs executions in which all active processes are in the invisible set. A useful property of invisible sets is the ability to extend an execution with non-critical events without affecting the set. Consider a process $p$ in the invisible set of an execution $E$ and consider any variable $v$. If $v$ is local to $p$, IN4 ensures that no other process accessed $v$ in $E$. If $v$ is remote to $p$, IN5 ensure that if $p$ already accessed $v$, then either $p$ is the only active process that has accessed it, or that the last process to commit a write to $v$ is not in the set. In any of these cases, accessing $v$ does not cause any information flow that may violate any of the conditions IN1-IN5. This property is established by the following lemma.

Lemma 3. Let $E$ be an execution and let $INV \subseteq P$ be an IN-set of $E$. Also, let $F$ be an extension of $E$ such that $F$ contains no critical or transition events in $EF$. Then $INV$ is an IN-set of $EF$.

Proof. We prove the claim for the case $F = f$, a singleton. The general case is easily proven by induction.

Let $p \in Act(E)$ be the process that executes $f$. Note that $Act(\{f\}) = Act(E)$, as $f$ is not a transition event. If $f$ is a fence or local event, then $f$ does not access any remote variable and no process changes its state. By IN4, no process except $p$ accesses any of $p$'s local variables in $E$. Thus, as $f$ does not access any remote variable, none of conditions IN1-IN5 is violated and $INV$ is an IN-set of $EF$ as well.

Assume, then, that $f$ is a remote event and let $v$ be the remote variable accessed in $f$. As $f$ is not critical in $EF$, $f$ is not the first event by $p$ to access $v$, that is, $p$ accesses $v$ in $E$.

IN1: For any $p' \neq p$ we have $AW(p', EF) = AW(p', E)$, thus IN1 holds for $p'$ in $EF$ as well. Let $q = writer(v, E)$. If $q \in INV$ then, by IN5, $p = q$, otherwise both $p$ and $q$ access $v$ in $E$, thus $writer(v, E) \notin INV$, in contradiction. Since $p = writer(v, E)$, accessing $v$ does not change $p$’s awareness-set.

If $q \notin INV$ then, by IN1, $AW(q, E) \cap INV = \emptyset$, thus $p$ cannot become aware of any invisible process by accessing $v$. Altogether, $p$ cannot become aware of any invisible process when executing $e$, that is, $AW(p, EF) \cap INV \subseteq \{p\}$ and IN1 holds for $p$ in $EF$.

IN2: Since $f$ is not a transition event, we have $\forall q \in INV: status(q, EF) = status(q, E) = entry$.

IN3: Consider $Y \subseteq INV$. As IN3 holds for $E$, it is sufficient to prove that it also holds for $f$. Assume $f \in (EF)^{-Y}$, implying that $p \notin Y$. In this case, $f$ executes the same events in $EF$ and in $(EF)^{-Y}$.

If $f$ is a remote read, then $f$ is not the first remote read by $p$ to $v$ in $EF$ and thus also not in $(EF)^{-Y}$. Hence, $f$ is non-critical in both.

If $f$ commits a write to $v$, then $writer(v, E) = p$. It follows that $writer(v, E^{-Y}) = writer(v, E) = p$ and $f$ is non-critical in both $EF$ and $(EF)^{-Y}$.

IN4: $IN4$ holds in $E$ and $Act(\{f\}) = Act(E)$, thus it holds for any variable $v \neq v$ in $F$. The only remote variable accessed in $f$ is $v$. Since $p$ accessed $v$ in $E$, we get from IN4 applied to $E$: $owner(v) \notin Act(E) = Act(\{f\})$.

IN5: $IN5$ holds in $E$, thus it holds for any variable not accessed in $f$. By IN4, no invisible process other than $p$ accesses $p$’s local variables in $EF$, thus IN5 holds for $p$’s local variables as well.

If $f$ is a remote read of $v$, then $writer(v, EF) = writer(v, E)$ and $IN5$ holds for $v$ in $EF$ as well.

Otherwise, $f$ commits a non-critical write to $v$, hence $writer(v, EF) = writer(v, E) = p$. We have $writer(v, EF) = writer(v, E)$ and $Accessed(v, EF) = Accessed(v, E)$, since $p$ accesses $v$ in $E$. Since IN5 holds for $v$ in $E$, IN5 holds for $v$ in $EF$ as well.

The following theorem, due to Turán [24], is required for proving the properties of our construction.

Theorem 1 (Turán). Let $\mathcal{G} = (V, E)$ be an undirected graph, with vertex set $V$ and edge set $E$. If the average degree of $\mathcal{G}$ is $d$, then an independent set exists with at least $\lceil |V|/(d + 1) \rceil$ vertices.

3.1 Execution Construction

Our construction starts with an execution $H_0$ where every process $p$ executes the $Enter_p$ event only. We then inductively construct longer and longer executions. In execution $H_i$, exactly $i$ processes have completed a passage through the CS and all active processes have completed exactly $i$ fences and issued exactly $i$ critical steps, for some $i \leq f(i)$. Our goal is to extend the execution so that as many processes as possible perform an additional fence.

The TSO model allows to delay issuing writes until a fence is performed. These writes may be preceded by reads that follow them in program order. This makes it possible to construct executions in which reads always precede writes
in-between fences. In turn, this execution structure allows us to restrict the knowledge gained by processes in-between fences and to retain a sufficiently large IN-set. Technically, the inductive construction of execution $H_{i+1}$ from $H_i$ is composed of a read phase, a write phase, and a regularization phase (see Figure 1).

We say that an execution is “regular”, if all its active processes are invisible. All the executions $H_i$ that we construct are regular. However, as we soon explain, regularity may be violated in the course of the write phase and only a weaker condition of semi-regularity is guaranteed to be satisfied during this phase. The write phase is followed by a regularization phase that restores the stronger condition. These notions are formalized by the following definition.

**Definition 4.** An execution $E$ is regular if $Act(E)$ is an IN-set of $E$. If $Act(E)$ satisfies properties IN1-IN4 in $E$, we say that $E$ is a semi-regular execution.

**Read phase:**
In the read phase, we iteratively extend the execution by allowing active processes to perform additional critical reads. Starting with regular execution $G_0 = H_i$, we construct executions $G_1, G_2, \ldots, G_k$. We prove that executions $G_k$, for $k \in \{0, \ldots, s\}$, satisfy the following conditions:

1. $G_k$ is a regular execution;
2. Each $p \in Act(G_k)$ executes $l_i + k$ critical events in $G_k$.
3. Each $p \in Act(G_k)$ completes $i$ fences and does not yet issue its $(i+1)$th fence event in $G_k$.
4. $Fin(G_k) = Fin(H_i)$.
5. $|Act(G_k)| \geq (|Act(G_{k-1})| - 1)/10$.

For $k > 0$, $G_k$ is an extension of $G_{k-1}$ in which all active processes (except for, possibly, a single process that may finish its entry section) run until they are about to execute either a fence or a critical read. In order to obtain such extension, we let each active process, in turn, run until it is about to execute its next critical or fence event. Lemma 3 ensures that the resulting execution is a regular execution.

If at least half of the active processes are about to execute a fence, then we erase the rest of the active processes. We then obtain an execution $J_0$ by letting each of the remaining active processes execute its fence instruction. In this case, the read phase ends and a write phase begins.

Otherwise, we consider the set of active processes that are about to execute a critical read. In order to eliminate information flow, we may need to erase a constant fraction of the active processes so that regularity is maintained. We do so by constructing a conflict graph.

The vertices of the conflict graph are the active processes. An active process $p$ that executes a critical read may become aware of another active process $q$ by either reading one of $q$’s local variables (thus violating IN4) or by reading a variable last written by $q$ (thus violating IN1). In both cases, we add an edge $\{p, q\}$ to the conflict graph. Thus, each process may introduce at most two new edges to the graph, hence the average degree of the graph is at most 4.

By Theorem 1, we can find an independent set of size at least $|IN\setminus F|/5$. We construct $G_k$ by erasing all the active processes except those in the independent set and then allowing the remaining processes to execute their reads (interleaved in an arbitrary order).

A key point in arguing about the properties of our construction is to bound from above the number of iterations, $s$, required before all remaining active processes are about to issue their next fence event.

Informally, this is done by using the following argument. Active processes are unaware of each other and may only become aware of finished processes. Consequently, the number of critical reads each of them may execute is bounded from above by a function of $i = |Fin(G_k)| = |Fin(H_i)|$. This follows from the fact that processes are allowed at most $f(i)$ critical events, since the algorithm is $f$-adaptable.

Therefore, if a sufficient number of processes start the read phase, eventually a large subset of processes cannot execute additional reads and must commit their writes by executing a fence. The following claim states the exact bound.

**Claim 1.** The number of executions constructed during the read phase, $s$, is bounded from above by $f((i+1) - \ell_i)$.

**Proof sketch:** Assume towards a contradiction that the construction proceeds for $k$ iterations, where $\ell_i + k > f(i+1)$. Erasing all the active processes from $G_k$ except for a single process, $p$, yields an execution $G$ in which at most $i + 1$ processes (those in $Fin(G_k) \cup p$) participate, and in which $p$ executes $\ell_i + k > f((i+1)$ critical events in the course of a single passage. This is a contradiction.

**Write phase:**
The write phase determines the order in which writes, issued by active processes since their previous fence was completed (or since they began their execution), are committed. We iteratively extend the execution by allowing active processes to perform additional critical writes.

Starting with $J_0$, we iteratively construct executions $J_1, J_2, \ldots, J_i$. We prove that each of the executions $J_0, \ldots, J_i$ satisfies the following conditions:

1. $J_k$ is a semi-regular execution, in which multiple writes by active processes to the same variable (if any) are scheduled in increasing order of process ID.
2. Each $p \in Act(J_k)$ executes $l_i + s + k$ critical events in $J_k$.
3. Each $p \in Act(J_k)$ completes $i$ fences and does not yet complete its $(i+1)$th fence in $J_k$.
4. $Fin(J_k) = Fin(H_i)$.
5. $|Act(J_k)| \geq |Act(J_{k-1})|/4(l_i + s + k)$.

For $k > 0$, $J_k$ is an extension of $J_{k-1}$ in which we let each process run until it either completes its fence or it is about to perform another critical write.

If at least half of the processes complete their fence, we erase the rest of the active processes, constructing an execution $L_0$ in which all active processes have completed $i + 1$ fences. In this case, the write phase ends and a regularization phase begins.

Otherwise, we consider the set of active processes that are about to perform another critical write. We proceed in one of two ways, according to where processes are about to write to.
In the low-contention case, at least $\sqrt{|\text{Act}(J_{k-1})|}/2$ of the processes are about to commit writes to different variables. In this case, we retain a single process per each such variable and erase all other processes accessing $v$.

We also eliminate future information flow by erasing a fraction of the retained processes. The size of this fraction is a function of the number of critical events each process executed so far. Using the same technique as in the read phase, we build a conflict graph. Its vertices are the active processes. Note that processes do not gain new information in the course of a write phase, since they only commit writes to a variable that has been accessed by $q$ (violating IN5). In any of these cases, we add an edge $\{p, q\}$ to the conflict graph.

Each process accesses at most $\ell_i + s + k - 1$ different remote variables in the course of $J_{k-1}$, thus each process presents at most $\ell_i + s + k$ new edges to the conflict graph. Consequently, the average degree of the graph is bounded from above by $2(\ell_i + s + k)$.

From Theorem 1, there exists an independent set of size at least $\sqrt{|\text{Act}(J_{k-1})|}/2(2(\ell_i + s + k) + 1)$. We obtain execution $J_k$ by erasing all the active processes except for those in the independent set and by then allowing remaining processes to execute their critical writes (in an arbitrary order).

In the high-contention case, there is a variable $v$ such that at least $\sqrt{|\text{Act}(J_{k-1})|}/2$ processes are about to commit their writes to $v$. In this case, we construct $J_k$ by erasing the rest of the processes and by then allowing the remaining processes to commit their writes to $v$ in an increasing order of their IDs. The process with the highest ID is visible on $v$ in $J_k$.

Our construction of write phases is similar to a construction by Kim and Anderson [17], but unlike it, we consider fence complexity in addition to RMR complexity. Moreover, in our construction unlike in [17], writes committed during the same write phase are scheduled such that the process with the highest ID is visible on all high-contention variables, if any; this is guaranteed by the second part of Condition (1) above and is essential for obtaining our tradeoff.

Technically, this implies that some intermediate executions constructed during the write phase are allowed to be semi-regular but not regular: they violate invariant IN5 of Definition 3, since the last writer of high-contention variables is only allowed to finish its passage at the end of the phase. Ensuring the regularity of these intermediate executions would have required a large subset of processes to finish their passage (one per every high-contention write), which would weaken our complexity tradeoff.

Using the same argumentation as for the read phase, if a sufficient number of active processes start the phase, eventually a sufficiently large subset of these processes complete another fence and the write phase terminates.

**Claim 2.** The number of executions constructed during the read and write phases is bounded from above by $f(i + 1) - \ell_i$. In other words: $\ell_i + s + t \leq f(i + 1)$.

**Regularization phase:**

The regularization phase transforms the semi-regular (and possibly not regular) execution constructed by the write phase, $L_0$, into a regular execution. This is done by letting the active process with the largest ID, denoted $p_{\text{max}}$, finish its passage. Since $p_{\text{max}}$ is visible on all the high-contention variables of the write-phase (if any), $\text{Act}(J_i) \setminus p_{\text{max}}$ is an IN-set.

Starting with $L_0$, we construct executions $L_1, L_2, \ldots, L_m, H_{i+1}$. We prove that each of the executions $L_0, \ldots, L_m$ satisfies the following conditions:

1. $\text{Act}(L_k)$ can be written as $W_k \cup \{p_{\text{max}}\}$ ($p_{\text{max}} \notin W_k$).
2. $W_k$ is an IN-set of $L_k$.
3. $p_{\text{max}}$ executes $l_i + s + t + k$ critical events in $L_k$.
4. Each $p \in W_k$ executes $l_i + s + t$ critical events in $L_k$.
5. Each $p \in W_k$ completes $i + 1$ fences in $L_k$ and does not yet issue its $(i + 2)^{\text{nd}}$ fence event.
6. $\text{Fin}(L_k) = \text{Fin}(H_i)$.

![Figure 1: Structure of inductive construction. Gray-colored lines show events executed by erased processes.](image-url)
(7) \(|\text{Act}(L_k)| \geq |\text{Act}(L_{k-1})| - 1\).

For \(k \in \{1, \ldots, m\}\), we construct \(L_k\) from \(L_{k-1}\) by letting \(p_{\text{max}}\) run until it either terminates or until it is about to execute a critical event \(c\). By Lemma \(3\), \(W_{k-1}\) is an IN-set of the resulting execution. In the latter case, in order to prevent information flow, we may need to erase the active process that owns the remote variable accessed by \(c\) or the process that is the last to have committed a write to it (there is at most a single such process).

All the active processes except \(p_{\text{max}}\) form an IN-set of the resulting execution, thus \(p_{\text{max}}\) is not aware of any other active process in executions \(L_k\), for \(0 \leq k \leq m\). Consequently, the number of critical events \(p_{\text{max}}\) may execute is a function of \(i\), thus the number of intermediate executions constructed in the course of the regularization phase, \(m\), is bounded from above, and eventually \(p_{\text{max}}\) finishes its passage. The resulting execution, denoted \(H_{i+1}\), is regular, and each active process finishes \(i+1\) fences in it. This completes the inductive step of our construction.

**Claim 3.** The number of executions constructed during the regularization phase is bounded from above by \(f(i+1)\). In other words, \(m < f(i+1)\).

**Proof sketch:** The proof is similar to the proof of Claim 1. We assume for contradiction that the construction can proceed for \(k \geq f(i+1)\) iterations, producing execution \(L_k\). By erasing all active processes but \(p_{\text{max}}\), we get an execution in which at most \(i+1\) processes take steps, in which \(p_{\text{max}}\) executes \(\ell_i + s + t + k > f(i+1)\) critical events. This is a contradiction.

We now prove a lower bound on the size of the active processes set for the executions in our construction. As long as the lower bound guarantees that the active set is non-empty, the construction may proceed.

**Theorem 2.** Let \(i \in \mathbb{N}\) be such that \(f(i) \leq \frac{N^{2^{-f(i)}}}{f(i)! \cdot 4^{f(i)+2i}}\).

Then the following lower bound holds:

\[|\text{Act}(H_i)| \geq \frac{N^{2^{-f_i}}}{\ell_i! \cdot 4^{\ell_i+2i}}\]

**Proof sketch:** The theorem is proved by induction on \(i\). The base case \(i = 0\) is trivial, as \(|\text{Act}(H_0)| = N\). From induction hypothesis, we have:

\[|\text{Act}(H_i)| = |\text{Act}(G_0)| \geq \frac{N^{2^{-f_i}}}{\ell_i! \cdot 4^{\ell_i+2i}}\]

We now prove the claim for \(i + 1\). The induction step follows the phases of the construction. Note that we retain at least half of the processes when constructing \(J_0\) from \(G_0\), and \(L_0\) from \(J_0\). By the inequalities of condition (5) of the read and write phases construction:

\[|\text{Act}(G_k)| \geq \frac{|\text{Act}(G_{k-1})| - 1}{10}, \quad |\text{Act}(J_k)| \geq \frac{\sqrt{|\text{Act}(J_{k-1})|}}{4(\ell_i + s + k)}\]

The following lower bound is easy to derive using the above two inequalities inductively:

\[|\text{Act}(L_0)| \geq \frac{N^{2^{-f_i+i+1}}}{(\ell_i + s + t)! \cdot 4^{\ell_i+i+1+2i+1}}\]

Let \(\ell_{i+1} = \ell_i + s + t\). Using the inequality \(|\text{Act}(L_0)| \geq |\text{Act}(L_{i+1})| - 1\) inductively, and since \(|\text{Act}(H_{i+1})| = |\text{Act}(L_m)| - 1\), we get:

\[|\text{Act}(H_{i+1})| \geq \frac{N^{2^{-f_{i+1}}}}{\ell_{i+1}! \cdot 4^{\ell_{i+1}+2i+1}} - (m + 1).\] (1)

From Claim 3 and from our assumption:

\[m + 1 \leq f(i + 1) \leq \frac{N^{2^{-f(i+1)}}}{f(i+1)! \cdot 4^{f(i+1)+2(i+1)}}.\] By Claim 2, \(\ell_{i+1} \leq f(i+1)\), thus we may replace \(f(i+1)\) with \(\ell_{i+1}\) to get:

\[m + 1 \leq 1 \leq \frac{N^{2^{-f_{i+1}}}}{\ell_{i+1}! \cdot 4^{\ell_{i+1}+2i+1}}.\] (2)

Using Inequalities 1-2, we obtain the required result:

\[|\text{Act}(H_{i+1})| \geq \frac{N^{2^{-f_{i+1}}}}{\ell_{i+1}! \cdot 4^{\ell_{i+1}+2i+1}}.\]

In the appendix, we show that a weak obstruction-free mutual exclusion lock can be easily implemented from a weak obstruction-free implementation of either one of the following objects: counter, stack, or queue. Moreover, the implementation is such that any passage through the CS invokes a single operation on the respective object (fetch\(\text{increment}\), dequeue, or pop) and has the same asymptotic RMR and fence complexities. We get:

**Theorem 3.** Let \(A\) be an \(N\)-process weak obstruction-free \(f\)-adaptive implementation of a mutual-exclusion lock, counter, stack or queue, and let \(i \in \mathbb{N}\) such that \(f(i) \leq \frac{N^{2^{-f(i)}}}{f(i)! \cdot 4^{f(i)+2i}}\). Then there exists an execution \(H\) with total contention \(i + 1\) and a process \(p\) such that \(p\) executes \(i\) fences in \(H\) during a single passage of its CS (respectively, in the course of performing a fetch\(\text{increment}\), dequeue, or pop operation).

Theorem 1 follows from Theorem 2, as under the conditions specified by the theorem the construction can proceed for \(i\) steps, yielding an execution \(H\) such that \(|\text{Act}(H_i)| > 1\). Therefore there is an active process \(p\) after \(H_i\), and from the properties of \(H_i\), \(p\) is in a middle of a passage in \(H_i\), in which it completed \(i\) fences.

Moreover, by erasing all active processes but \(p\) from \(H_i\) we obtain an execution \(H\) in which \(p\) executes \(i\) fences in the course of a single passage, and the total contention of \(H\) is \(i + 1\), that is the number of fences \(p\) executes is linear in the total contention of the execution.

**Corollary 1.** There exists no weak obstruction-free implementation of an adaptive mutual exclusion lock, counter, stack or queue with \(O(1)\) fence complexity.

**Proof.** Assume towards a contradiction that there exists such an \(f\)-adaptive algorithm \(A\), for some function \(f\), such that no process executes more fences during a single passage, for some constant \(c\). We choose large enough \(N\) such that \(f(c) \leq \frac{N^{2^{-f(c)}}}{f(c)! \cdot 4^{f(c)+2c}}\). By Theorem 3, there exists an execution \(H\) and a process \(p\) such that \(p\) executes \(c\) fences in \(H\) during a single passage, contradicting our assumption. \(\Box\)
Kim and Anderson prove that a sub-linear adaptivity function is impossible [17]. We now present a lower bound on the fence complexity of the family of algorithms whose adaptivity function is linear.

**Corollary 2.** Let $A$ be an $N$-process $f$-adaptive implementation of a mutual-exclusion lock, counter, stack or queue, such that $f$ is a linear function, that is $f(i) = c \cdot i$ for some constant $c$. Then the fence complexity of $A$ is $\Omega(\log \log N)$.

**Proof.** By Theorem 3, it suffices to prove that, for $i = \Omega(\log \log N)$, the inequality $f(i) \leq \frac{N^c - f(i)}{f(i)^{c+2}/2}$ holds, thus there exists an execution $E$ and a process $p$ that executes $i = \Omega(\log \log N)$ fences during a single passage/operation in $E$.

$$c \cdot i \cdot (c \cdot i)! \cdot 4^{c^i+2i} \leq N^{2^c-i}$$

$$\log(c \cdot i \cdot (c \cdot i)! \cdot 4^{c^i+2i}) \leq -c \cdot i + \log \log N$$

$$\log \log(c \cdot i \cdot (c \cdot i)! \cdot 4^{c^i+2i} + c \cdot i) \leq \log N.$$  

Therefore, the inequality holds for $i = \frac{1}{\log \log N}$ and the claim follows.

The following corollary can be proven in a similar manner.

**Corollary 3.** Let $A$ be an $N$-process $f$-adaptive implementation of a mutual-exclusion lock, counter, stack or queue, such that $f$ is an exponential function, that is $f(i) = 2^{c \cdot i}$ for some constant $c$. Then the fence complexity of $A$ is $\Omega(\log \log \log N)$.

### 4. Discussion

We establish a time complexity separation between adaptive and non-adaptive implementations of mutual-exclusion locks, counters, stacks and queues, thus capturing an inherent cost incurred by adaptive algorithms in the TSO model.

This separation follows from a tradeoff that we prove between fence complexity and the growth rate of adaptivity functions. Specifically, we prove that the fence complexity of any read/write $n$-process algorithm with a linear (or sub-linear) adaptivity function is $\Omega(\log \log n)$. Our results apply for both the cache-coherent (CC) and the distributed shared-memory (DSM) models.

A corollary of our tradeoff is that constant fence-complexity adaptive implementations for these objects do not exist. Moreover, the impossibility result holds regardless of the RMR complexity of the algorithm. Following [5, 10], our tradeoff applies also to algorithms that may use comparison primitives, such as compare-and-swap (CAS), in addition to reads and writes.

Kim and Anderson presented an adaptive mutual exclusion algorithm whose RMR complexity is $O(\min(k, \log n))$, where $k$ is point contention [16], hence it is $f$-adaptive for a linear $f$. The fence complexity of their algorithm is logarithmic. However, our tradeoff only implies log log $n$ fence complexity (see Corollary 2). Finding the tight tradeoff between fence complexity and the adaptivity function growth rate is an interesting research direction.

The memory model considered by this work is TSO. We remind the reader that TSO ensures that writes are not reordered, but it is possible to perform a read from address $a$ before a write to address $b \neq a$ that is earlier in program order is performed. The partial store ordering (PSO) model, supported by older SPARC, is weaker than TSO, as it also allows the reordering of writes to different locations.

Recent work by Attiya, Hendler and Woelfel [6] showed that one cannot win on both the fence and RMR complexities of read/write PSO algorithms for many fundamental objects, including locks, counters and queues. They proved the following lower bound: let $f$ and $r$ respectively denote the numbers of fences and RMRs performed in an operation on such an object, then

$$f \cdot \log r + 1 \in \Omega(\log n).$$

They also showed that the bound is tight. Attiya et al. [5] presented a TSO read/write mutual exclusion algorithm where each passage incurs a logarithmic number of RMRs and a constant number of fences. Inequality 3 establishes a complexity separation between the TSO and PSO models, since it follows from it that no such algorithm exists for the PSO model. Another interesting research direction is to find a tight tradeoff between the RMR-complexity and fence-complexity of adaptive PSO algorithms.

### 5. References


APPENDIX

A. ADDITIONAL OBJECTS

A one-time mutual exclusion algorithm is a ME algorithm in which each process completes at most a single passage. Since our proofs consider executions in which each process is allowed to complete a passage at most once, our results apply to one-time mutual exclusion algorithms.

Lemma 4. Let C be an object of one of the following types: counter, stack or queue. Then for any N ∈ N, there exists an N-process one-time mutual exclusion algorithm A using C (and read/write variables), such that each passage through the CS invokes a single operation Op on C (fetch&increment, dequeue, or pop respectively), and has the same RMR and fence complexities as those of Op, up to a constant additive factor, in both the DSM and CC models.

Proof. We first prove the lemma for counter, by presenting Algorithm 1 for an N-process one-time mutual exclusion.

Algorithm 1 One-time mutual exclusion

| Shared Data: release[N]: initially [1, 0, · · · , 0]. |
| waiting[N]: initially [1, 1, · · · , 1]. |
| spin[N]: initially [0, 0, · · · , 0]. |
| C: a counter, initially 0. |

program for process p:
1: v ← C.fetch&increment();
2: waiting[v] ← p;
3: if release[v] = 0 then
4:    await (spin[p] = 1)
      CS
5:  release[v + 1] ← 1;
6:  q ← waiting[v + 1];
7:  if q ̸= ⊥ then
8:    spin[q] ← 1;

The correctness of the algorithm follows easily from the properties of the counter object.

We assume that each write in Algorithm 1 (lines 2-8 only) is followed by a fence instruction, and omit these fences from the code for presentation simplicity. Consequently, the fence complexity of Algorithm 1 is the same as that of the fetch&increment operation, up to a constant additive factor.

In the DSM model, variable spin[p] resides in the local memory segment of process p. Note p busy-waits only when it waits for spin[p] to be set. In the CC model (with either write-back or write-through), since once spin[p] is set its value does not change, p may encounter at most 2 RMRs during the wait in line 4. Therefore, under both models, the ME algorithm has the same RMR complexity as of the fetch&increment operation, up to a constant additive factor.

It is easy to see that C’s value never exceeds N in the course of executing Algorithm 1. It follows that C can be implemented using a single queue or stack in the following manner:

Queue: initialize Q = (0; 1; · · · ; N). The fetch&increment operation is simply invoking Q.dequeue().
Stack: initialize S = (N; · · · ; 1; 0). The fetch&increment operation is simply invoking S.pop().

Using Algorithm 1 with any of these implementations yields the required result.

□