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Abstract. We present a public-key permanent revocation system. We define a stateful scheme in which an authorized entity can perform permanent revocations of groups of users by sending revocation messages which are used for state updating of non-revoked users. The complexity of a permanent revocation of \( r \) users is \( O(r) \) operations for creating the revocation message and updating the state of a user and the size of a revocation message is \( O(r) \) group elements. The ciphertext and keys in our scheme consist of constant number of groups elements. Our scheme is based on 3-linear maps and is secured in the generic group model.

1 Introduction

In broadcast encryption (BE) a single broadcaster can broadcast encrypted messages to a group of users (sometimes called receivers) such that any member of an authorized subset of users can decrypt the message. We denote the universe \( n \) users as \( U \), the subset of authorized users as \( S \) and the subset of non-authorized users as \( R = U / S \) where \( |R| = r \). Since Fiat and Naor [FN93] initiated a formal study of BE, quite a few schemes were proposed each with different characteristics regarding functionality and security.

A main challenge in constructing BE schemes is achieving Collusion resistance- ensuring that even when unauthorized users collude, it is infeasible to decrypt the message. The first line of works used a combinatorial approach which yields schemes that are secure against collusions of up to \( t \) users, for some parameter \( t \) (also known as threshold collusion resistance) [FN93,GSW00]. Naor et al. [NNL01] presented a tree based scheme which is secured against any arbitrary set of revoked users with ciphertext size of \( O(r) \) elements and private keys of size \( O(\log^2 n) \). Their scheme was later improved by [HS02,GST04] to achieve a ciphertext size of \( O(\log n) \). In these schemes, the same set of keys is used for both encryption and decryption meaning that only a trusted user can encrypt messages. Dodis et al. [DF02] show how to transform [NNL01,HS02] into public-key schemes where untrusted users are allowed to broadcast information. Several constructions [KD98,NP10,YJCK04] achieve schemes without a bound on the number of revoked users by using secret sharing.

The scheme of Gentry et al. [BGW05] has ciphertext and private key of constant size but the size of the public key is linear in \( n \). Delegl\^ee et al.
[DPP07] presents 3 constructions. The public key constructions in [DPP07] also suffer from public parameters with size linear in \(n\). Their third construction achieves public parameters and ciphertexts of constant sizes, however, it is not a public key scheme.

The first adaptively secure scheme is due to Gentry and Waters [GW09]. The size of the keys in this scheme grows linearly with \(n\). Lewko et al. [LSW10] employs the dual system encryption [Wat09] to achieve an adaptively secure revocation system that has ciphertext size overhead \(O(r)\) and the size of public and private keys is constant. Boneh and Silverberg [BS03] construct a scheme with constant keys and ciphertexts from \(n\)-linear maps.

In temporary revocation, the broadcaster encrypts the data with respect to a set \(S\) of authorized users or a set \(R\) of revoked users. The overhead of the revocation shows in the computation complexity of the encryption and decryption algorithms and the size of the ciphertext. On the other hand, in permanently revocation, a revoked user should not be able to decrypt any transmissions following his revocation, regardless of the designated recipients of the message. Because permanent revocation enforces redistribution of users’ keys, it is sometimes called re-keying. Wallner et al. [Age99] and Wong et al. [WGL00] consider tree-based re-keying private key schemes which after improvement of Canetti et al. [CGI99] achieve private keys of size \(\log n + 1\), encryption key of size \(2n - 1\) and revocation communication of size \(\log n\). Later, Canetti at al. [CMN99] generalized these schemes and showed that for user with private keys of size \(b + 1\), the revocation message size is \(O(bn^{1/b})\). The encryption key size multiplied by the revocation message size is \(O(n)\). A specific parameterization of their scheme yields revocation messages of size \(O(\log n)\), private keys size \(O(\log n)\) and encryption key of size \(O(n/\log n)\).

A Stateless receiver in BE is a receiver that is not capable of recording the past history of transmissions and changing its state accordingly. Instead, its operation must be based on the current transmission and its initial configuration. Stateful receivers are receivers that are not stateless. Stateless schemes [NNL01,DF02,BGW05] are preferable in the sense that receivers do not have to be continuously on-line to correctly decrypt a transmission. Traditionally, BE schemes were one-way and therefore schemes had to be either stateless or dependent on repeated transmissions of critical data. However, broadcast models in which the receivers can open a two-way channel to the broadcaster are becoming more prevalent, e.g., IPTV and Over-The-Top broadcasting.

Permanent revocation necessarily implies modification of the keys. Stateful schemes open new avenues to achieve permanent revocation efficiently by hasing decryption on a revolving state and not enabling revoked users to correctly update a state as proposed by Dolev et al. [DGK12]. In their scheme, they use a secret counter variable \(CTR \in \mathbb{Z}_p\) in the master secret key. Then, each user \(i\) is assigned a state \(E_i\) which is updated after every successful decryption. Their encryption algorithm uses \(CTR\) in order to mask plaintexts such that only users with up to date state can successfully decrypt. With this technique they were able to transfer temporary revocation schemes into full revocation schemes by...
utilizing states and with almost no overhead. A shortcome of this technique is that a secret information (CTR) is needed for encryption, hence, it is not a public key scheme. Also, their scheme relies on a model in which revoked users have no access to decrypted ciphertexts. That is, it is not secured against collusions in which authorized user shares a plaintext with an unauthorized one.

**Contribution.** We formally define permanent revocation systems and their security definition. We then propose a public stateful scheme which supports permanent revocation based on 3-linear mapping and is secure in the generic group model. Our scheme enjoys small (constant size) keys and efficient procedures $O(1)$ operations for encryption / decryption and $O(r)$ operations for revocation / state update where $r$ is the number of revoked users.

**Organization** In Section 2 we give the definition of a permanent revocation scheme followed by the security definition. We then provide the definition of 3-linear maps. In section 3 we provide the construction of our scheme which is followed by security proof in section 4.

## 2 Preliminaries

### 2.1 Permanent Revocation System

Permanent revocation encryption scheme consists of six algorithms: Setup, KeyGen, Revoke, UpdateState, Encrypt and Decrypt.

**Setup($\lambda$).** The setup algorithm takes as input the security parameter $\lambda$ and outputs public parameters $PP$ and a master secret key $MSK$.

**KeyGen($MSK, ID$).** The key generation algorithm takes as input the master secret key $MSK$, an identity $ID$ and outputs a secret key $SK_{ID}$. Each key has a boolean property $SK_{ID}.revoked$ which is set by default to false.

**Revoke($S, PP, MSK$).** The revocation algorithm takes as input the master secret key $MSK$, the public parameters $PP$ and a set $S$ of identities to revoke, updates the master secret and public parameters and outputs a state update message $SUM$ which is then broadcast to all users.

**UpdateState($SK_{ID}, SUM, ID$).** The state update algorithm takes as input the user’s secret key $SK_{ID}$, the state update message $SUM$ and the user’s identity $ID$. The algorithm updates the user’s secret key. If $ID$ is in the set of revoked users that corresponds to $SUM$, the algorithm sets $SK_{ID}.revoked = true$.

**Encrypt($PP, M$).** The encryption algorithm takes as input the public parameters $PP$ and a message $M$. The algorithm outputs a ciphertext $CT$.

**Decrypt($SK_{ID}, CT, PP$).** The decryption algorithm takes as input a secret key, $SK_{ID}$, a ciphertext $CT$ and the public parameters $PP$. If $SK_{ID}.revoked = true$, ...
the algorithm outputs ⊥. Otherwise it outputs the message \( M \) associated with \( CT \).

We require that our system be correct, namely, it must satisfy the following property:

**Correctness.** For all messages \( M \), sets of identities \( S_1, \ldots, S_n \) and all \( ID \notin \bigcup_{i=1}^{n} S_i \), if \((PP, MSK) \leftarrow \text{Setup}(\lambda), SK_ID \leftarrow \text{KeyGen}(MSK, ID), SUM_1 \leftarrow \text{Revoke}(S_1, PP, MSK), \ldots, SUM_n \leftarrow \text{Revoke}(S_n, PP, MSK) \) and the state of user \( ID \) was updated with calls to \( \text{UpdateState}(SK_ID, SUM_1, ID), \ldots, \text{UpdateState}(SK_ID, SUM_n, ID) \) then if \( CT \leftarrow \text{Encrypt}(PP, M) \) then \( \text{Decrypt}(SK_ID, CT, PP) = M \).

**Security Definition** Adaptive security of a permanent revocation scheme is defined as a game between a challenger and an attack algorithm \( \mathcal{A} \) with the following phases:

**Setup.** The challenger runs the \( \text{Setup} \) algorithm with security parameter \( \lambda \) to obtain the \( PP \) and the \( MSK \). It maintains a set \( Q \) initialized to the empty set and then sends the \( PP \) to \( \mathcal{A} \).

**Key Query and Revocation.** In this phase \( \mathcal{A} \) adaptively issues secret key and revocation queries. For every private key query for identity \( ID \), the challenger adds \( ID \) to \( Q \), runs the \( \text{KeyGen} \) algorithm and sends \( \mathcal{A} \) the corresponding secret key. For every revocation query for set \( S \) of Identities, the challenger removes each identity \( ID \in S \) from \( Q \), runs the \( \text{Revoke} \) algorithm, updates the \( MSK \) and the \( PP \) and sends \( \mathcal{A} \) the new \( PP \) and the corresponding state update messages \( SUM \).

**Challenge.** \( \mathcal{A} \) sends the challenger two messages \( M_1, M_2 \). In case \( Q \neq \emptyset \) the challenger sends \( ⊥ \) to \( \mathcal{A} \) and aborts. Otherwise, the challenger flips a random coin \( b \in \{0, 1\} \), runs the \( \text{Encrypt} \) algorithm to obtain an encryption of \( M_b \) and sends it to \( \mathcal{A} \).

**Guess.** \( \mathcal{A} \) outputs a guess \( b' \in \{0, 1\} \) and wins if \( b = b' \).

The advantage \( \mathcal{A} \) has in the security game for a permanent revocation scheme with security parameter \( \lambda \) is defined as

\[
\text{Adv}_{\mathcal{A},\lambda} = \left| \Pr[\mathcal{A} \text{ wins}] - \frac{1}{2} \right|
\]

A permanent revocation scheme is adaptively secure if for all poly-time algorithms \( \mathcal{A} \) we have that \( \text{Adv}_{\mathcal{A},\lambda} = \text{negl}(\lambda) \).

### 2.2 3-Linear maps

For groups \( \mathbb{G}, \mathbb{G}_T \) of the same prime order \( p \), a 3-linear map \( e : \mathbb{G} \times \mathbb{G} \times \mathbb{G} \to \mathbb{G}_T \) satisfies:
1. Multilinearity. For every $g_1, g_2, g_3 \in G$ and $\alpha \in \mathbb{Z}_p$ it holds that $e(g_1^\alpha, g_2, g_3) = e(g_1, g_2^\alpha, g_3) = e(g_1, g_2, g_3^\alpha)$.

2. Non-degeneracy. If $g_1, g_2, g_3 \in G$ are all generators of $G$ then $e(g_1, g_2, g_3)$ is a generator of $G$.

We call $G$ a (symmetric) 3-linear group and $\mathbb{G}_T$ the target group.

## 3 The scheme over a 3-linear mapping

In this section we present our scheme which is based on techniques from Lewko et al. [LSW10]. Setup(\lambda). The algorithm input is a security parameter $\lambda$. The setup algorithm chooses a 3-linear group $G$ of prime order $p$ for $p > 2^\lambda$. It then chooses random generators $g, w, h \in G$ and random exponents $s, \alpha, b, x, \hat{\alpha} \in \mathbb{Z}_p$. The outputs of the algorithm are the public parameters:

$$PP = (g^x, g^{*x+\alpha x_1}, g^{\alpha x_2}, g^{\alpha x_1}, w^{\hat{x} \alpha} \in G)$$

and the master secret key:

$$MSK = (s, \alpha, b, x, \hat{\alpha} \in \mathbb{Z}_p, h, w \in G)$$

KeyGen(MSK,ID) Given a user identity $ID \in \mathbb{Z}_p$ and the master secret key $MSK$, the algorithm chooses random $t \in \mathbb{Z}_p$. It then sets

$$D_1 = w^{\frac{s+t}{b}}, D_2 = g^{t}, D_3 = (w^{ID}h)^t, S_1 = g^{\frac{s-t}{ID-\hat{ID}}}, S_2 = (w^{ID}h)^{\frac{s-t}{ID-\hat{ID}}}, \text{revoked} = \text{false}$$

The output of the algorithm is $SK_{ID} = \{D_1, D_2, D_3, S_1, S_2\}$.

Revoke(S,PP,MSK). Given a set $S$ of $r$ identities to revoke, the algorithm chooses random $s'_1, \ldots, s'_r \in \mathbb{Z}_p$, sets $s' = s'_1 + \ldots + s'_r \mod p$ and then for each identity $ID_i \in S$ it sets:

$$S_{1,ID_i} = g^{s'_i}, S_{2,ID_i} = (w^{ID_i}h)^{s'_i}, S_{3,ID_i} = ID_i$$

The algorithm then:

1. Updates the master secret key by replacing $s$ with $s + s' \mod p$.
2. Updates the public parameters by replacing $g^{s'x_1}, g^{\frac{s'}{\alpha x_1}}$ with $g^{(s+s')x_1}, g^{\frac{(s+s')}{\alpha x_1}}$ respectively.
3. Broadcasts the state update message $SUM = \{S_{1,ID_i}, S_{2,ID_i}, S_{3,ID_i}\}_{i=1}^r$. 

UpdateState($SK_{ID}, SUM, ID$). Given a state update message $SUM$ the algorithm updates the secret key $SK_{ID}$. It first checks if $ID \in \bigcup_{i=1}^{r} S_{3,ID}$, and if so it sets $SK_{ID}.revoked = true$. Otherwise, it calculates

$$S'_1 = \prod_{i=1}^{r} S_{1,ID}, \frac{1}{m \cdot \frac{1}{m}} = \prod_{i=1}^{r} g^{x \cdot \frac{1}{m}}$$

$$S'_2 = \prod_{i=1}^{r} S_{2,ID}, \frac{1}{m \cdot \frac{1}{m}} = \prod_{i=1}^{r} (w^{ID}, h)^{x \cdot \frac{1}{m}}$$

It then updates $SK_{ID}$ by setting:

$$S_1 = S_1 \cdot S'_1$$

$$S_2 = S_2 \cdot S'_2$$

Encrypt($PP, M$). The encryption algorithm takes as input the public parameters $PP$ and a message $M \in \mathbb{G}_T$. The algorithm first chooses a random exponent $x \in \mathbb{Z}_p$. Next, the algorithm sets:

$$C_0 = M \cdot e(g^{\frac{x}{r \cdot \alpha_1}} \cdot w^{\frac{w}{r \cdot \alpha_2}}, (g^{x \cdot \alpha_1 \cdot x \cdot \alpha_2})^x),$$

$$C_1 = (g^{x})^x, C_2 = (g^{xx \cdot x \cdot x})^x$$

The output of the algorithm is $CT = \{C_0, C_1, C_2\}$.

Decrypt($SK_{ID}, CT, PP$). The algorithm is given a secret key $SK_{ID}$, a ciphertext $CT$ and the public parameters $PP$. First, if $SK_{ID}.revoked = true$ the algorithm outputs $\perp$. Otherwise the algorithm calculates:

$$A = \frac{e(S_1, D_3, C_1)}{e(S_2, D_2, C_1)}$$

$$= \frac{e(g^{\frac{x}{r \cdot \alpha_1}} \cdot \prod_{i=1}^{r} g^{\frac{1}{m \cdot \frac{1}{m}}}, (w^{ID}, h)^{x}, (g^{x})^x)}{e((w^{ID}, h)^{\frac{1}{r \cdot \alpha_1}}, \prod_{i=1}^{r} (w^{ID}, h)^{\frac{1}{m \cdot \frac{1}{m}}}, g^{x}, (g^{x})^x)}$$

$$= \frac{e(g^{\frac{x}{r \cdot \alpha_1}} \cdot (w^{ID}, h)^{x}, (g^{x})^x) \cdot \prod_{i=1}^{r} e(g^{\frac{1}{m \cdot \frac{1}{m}}}, (w^{ID}, h)^{x}, (g^{x})^x)}{e((w^{ID}, h)^{\frac{1}{r \cdot \alpha_1}}, g^{x}, (g^{x})^x) \cdot \prod_{i=1}^{r} e((w^{ID}, h)^{\frac{1}{m \cdot \frac{1}{m}}}, g^{x}, (g^{x})^x)}$$

$$= \frac{e(g, g, w)^{\frac{1}{r \cdot \alpha_1}} \prod_{i=1}^{r} e(g, g, w)^{\frac{1}{m \cdot \frac{1}{m}}}}{e(g, g, w)^{\frac{1}{r \cdot \alpha_1}} \prod_{i=1}^{r} e(g, g, w)^{\frac{1}{m \cdot \frac{1}{m}}}}$$

$$= e(g, g, w)^{\frac{1}{s \cdot t \cdot x}} = e(g, g, w)^{(s + s')t \cdot x}$$
It then calculates

\[
M = \frac{C_0 \cdot A}{e(C_2, g^{\frac{s'}{x_{s'}}}, D_1)}
\]

\[
= M \cdot e(g^{\frac{s'}{x_{s'}}}, w^{\frac{s'}{x_{s'}}}, (g^{x_{a_1}x_{a_2}x_{a_3}^2})^x) \cdot e(g, g, w)^{(s+s')tx}
\cdot e((g^{(s+s')x_{a_2}x_{a_3}^2}x_{s'}), g^{x_{s'}}w^{a_{s'}})
\]

\[
= M \cdot e(g, g, w)^{(s+s')tx} \cdot e(g, g, w)^{(s+s')tx}
\]

\[
\cdot e(g, g, w)^{(s+s')tx} = M
\]

4 Security

In this section we define a problem based on our scheme, extend the lower bound in generic bilinear Groups of Boneh et al. [BBG05] to \(k\)-linear groups and prove that our problem holds in the generic group model.

4.1 Permanent revocation problem definition

We now state the security of our scheme as an assumption, this translation uses the following lemma.

**Notation 1** Let Requests be a string representing requests of an adversary of the form \(\{IDR, RR\}^*\) where IDR is a single identity and RR is a set of identities. We denote by \(A^{\text{View}}_{\text{Requests}}\) the view of an adversary \(A\) during the Key Query and Revocation phase of the security game where Requests represents the requests made by \(A\).

**Lemma 1.** For every adversary \(A\) with a requests string Requests, there exist an adversary \(A'\) and a string Requests’ of the form \(\{IDR||SURR\}^*\) where IDR||SURR is an identity followed by a singleton of a single identity s.t. \(A'\) can generate a view indistinguishable to \(A^{\text{View}}_{\text{Requests}}\) using \(A^{\text{View}}_{\text{Requests'}}\).

**Proof.** We prove the lemma in two steps. First we show that breaking each revocation request for a set of identities, RR into a sequence of single user revocation request, \(\{SURR\}^{\text{[RR]}}\) yields a view which contains the original view thus moving from \(\{IDR, RR\}^*\) to \(\{IDR, SURR\}^*\). Let RR be a set of \(r\) identities \(ID_1, \ldots, ID_r\) for revocation. After sending the revocation request to the challenger, the adversary learns

\[
S_{1, ID_i} = g^{s'}, S_{2, ID_i} = (w^{ID_i}h)^{s'}, S_{3, ID_i} = ID_i
\]

for each \(ID_i \in RR\) and the new public parameters

\[
g^{(s+s')x_{a_2}x_{a_3}^2}, g^{(s+s')x_{a_1}}
\]
where $s' = \sum_{i=1}^{r} s'_i$. Instead of sending one revocation request, $A'$ requests $r$ revocations, one for each $ID_i \in RR$ and learns for $i = 1$ to $r$

$$S_{1,ID_i} = g^{s'_i}, S_{2,ID_i} = (w^{ID_i}h)^{s'_i}, S_{3,ID_i} = ID_i$$

and $r$ pairs of the new public parameters, for $i = 1$ to $r$

$$g^{(s+\sum_{k=1}^{r} s'_k)x_{sb}\hat{x}}, g^{(s+\sum_{k=1}^{r} s'_k)x_{\alpha s}}$$

We then show that $A'$ is able to add a key query request between every two consecutive revocation requests and vice versa thus moving from $\{IDR, SURR\}^*$ to $\{IDR||SURR\}^*$. We first observe that revocations requests do not depend on key query requests, thus between any two consecutive revocation requests, $A'$ can add a key query request and ignore the key returned from the challenger. Next, between any two consecutive key query requests, $A'$ can add an empty revocation request which does not change its view.

The security of a permanent revocation scheme is defined as a game between a challenger and an attack algorithm $A$. Using lemma 1 we can assume that during the keys generation and revocations requests phase, the adversary sends a polynomial pairs of requests, each in the form of a key query followed by a single user revocation query. We can thus state the security of our scheme as the next problem.

**Permanent revocation problem definition.** We define the permanent revocation problem as follows. Choose a 3-linear group $G$ of prime order $p > 2^\lambda$ for a security parameter $\lambda$. Next choose random $g, h, w \in G$ and random $s'_0, s'_1, \ldots, s'_q, t_1, \ldots, t_q, \alpha, b, x_{sb}, x_{\alpha s1}, x_{\alpha s2}, \hat{ID}, \hat{x} \in \mathbb{Z}_p$. Suppose an adversary is given

$$X = g^\hat{x}, g^{x_{\alpha s1}x_{\alpha s2}\hat{x}}, g^{\frac{b}{x_{sb}}}, w\frac{\alpha}{x_{\alpha s2}}$$

$$\forall i \in [1,q] \frac{w^{a+b}}{a}, g^{t_i}, (w^{ID_i}h)^{t_i}, g^{ID_i-IB_d}, (w^{ID}h)^{ID_i-ID_d}$$

$$\forall j \in [1,q] g^{s'_j}, (w^{ID'_j}h)^{s'_j}, ID'_j$$

$$\forall j \in [0,q] g^{(\sum_{k=0}^{q} s'_k)x_{sb}\hat{x}}, g^{\frac{\sum_{k=0}^{q} s'_k}{x_{\alpha s}}}$$

$$(g^\hat{x}, (g^{\sum_{j=0}^{q} s'_j})x_{sb}\hat{x})^x$$

where $\bigcup_{i=1}^{q} ID_i = \bigcup_{j=1}^{q} ID'_j$. Then it must be hard to distinguish

$$T = e(g^{(\sum_{j=0}^{q} s'_j)}x_{\alpha s1}, w\frac{\alpha}{x_{\alpha s2}}, (g^{x_{\alpha s1}x_{\alpha s2}\hat{x}})^x) = e(g^\hat{x}, g, w)^{\sum_{j=0}^{q} s'_j\alpha x}$$
from a random element in $\mathbb{G}_T$. An algorithm $A$ that outputs $z \in \{0, 1\}$ has advantage $\epsilon$ in solving decision permanent revocation in $\mathbb{G}$ if

$$|Pr[A(\overline{x}, T = g, g, w) (\sum_{i=0}^{s_i} \alpha \overline{x})] - Pr[A(\overline{x}, T = R)]| \geq \epsilon$$

We say that the decision permanent revocation assumption holds if no polytime algorithm has a non-negligible advantage in solving the decision permanent revocation problem. We next give a proof that the assumption holds in the generic group model.

### 4.2 Lower Bound in Generic $k$-linear groups

Boneh et al. [BBG05] gave complexity lower bound for decisional problems in the generic Bilinear groups that was later generalized by Katz et al. [KSW13]. Extending the result of [BBG05] to generic $k$-linear groups is straightforward and is given here for completeness. Using their terminology, a decisional bilinear problem is a $(P, Q, f)$ problem where $P$ and $Q$ are the sets of polynomials that are given in the $k$-linear group $\mathbb{G}$ and the target group $\mathbb{G}_T$ respectively and $f$ is a polynomial given in the target group which the adversary needs to distinguish from a random polynomial.

In the generic group model [Sho97], a generic adversary $A$ is not given the actual polynomials. Instead, it is given unique handles to each polynomial and an oracle access to the needed operations. In the $k$-linear settings, the groups' operations correspond to addition of polynomials from the same group and the $k$-linear mapping correspond to multiplication of $k$ polynomials from the bilinear group (which result in polynomial in the target group).

Some notations:

We describe polynomials using formal variables denoted by capital letters. Let $P \in \mathbb{F}_p[X_1, \ldots, X_n]^s$ be an $s$-tuple of $n$-variate polynomials over $\mathbb{F}_p$. Write $P = (p_1, \ldots, p_s)$. We denote by $p_i(x_1, \ldots, x_n)$ the value of a polynomial $p_i$ under the assignment $x_1, \ldots, x_n \in \mathbb{F}_p$. Similarly, we use $P(x_1, \ldots, x_n)$ to denote the tuple $(p_1(x_1, \ldots, x_n), \ldots, p_s(x_1, \ldots, x_n))$. For $x \in \mathbb{F}_p$, $h(x)$ denotes the handle for the element $x$. Similarly, we define $h(x_1, \ldots, x_n) = (h(x_1), \ldots, h(x_n))$.

For a polynomial $f \in \mathbb{F}_p[X_1, \ldots, X_n]$ we let $d_f$ denote the total degree of $f$. For a set $P \in \mathbb{F}_p[X_1, \ldots, X_n]^s$ we let $d_P = \max \{d_f | f \in P\}$.

**Definition 1.** Let $P, Q \in \mathbb{F}_p[X_1, \ldots, X_n]^s$ be two $s$-tuples of $n$-variate polynomials over $\mathbb{F}_p$. Write $P = (p_1, \ldots, p_s)$ and $Q = (q_1, \ldots, q_s)$. We say that a polynomial $f \in \mathbb{F}_p[X_1, \ldots, X_n]$ is dependent on the sets $(P, Q)$ if there exist $s^k + s$ constants $\{a_{i_1, \ldots, i_k}\}_{i_1, \ldots, i_k = 1}^s, \{b_j\}_{j=1}^s$ such that $f = \sum_{i_1, \ldots, i_k = 1}^s (a_{i_1, \ldots, i_k} \prod_{i \in \{i_1, \ldots, i_k\}} p_i) + \sum_{j=1}^s b_j q_j$. We say that $f$ is independent of $(P, Q)$ if $f$ is not dependent on $(P, Q)$.

**Theorem 1.** Let $P, Q \in \mathbb{F}_p[X_1, \ldots, X_n]^s$ be two $s$-tuples of $n$-variate polynomials over $\mathbb{F}_p$. Let $f \in \mathbb{F}_p[X_1, \ldots, X_n]$. Let $\mathbb{G}$ be a generic $k$-linear group. Let
\[ d = \max\{k \cdot d_p, d_Q, d_f\}. \]  
Let \( x_1, \ldots, x_n, y \in \mathbb{F}_p, b \in \{0, 1\}, t_b = f(x_1, \ldots, x_n) \) and \( t_{1-b} = y \). If \( f \) is independent from \( (P,Q) \) then for any generic algorithm \( D \) that makes at most \( q \) queries to the oracles computing the groups operation in \( \mathbb{G}, \mathbb{G}_T \) and the k-linear mapping \( e \) we have that:

\[
|\Pr[D(p, h(P(x_1, \ldots, x_n)), h(Q(x_1, \ldots, x_n)), h(t_0), h(t_1)) = b] - \frac{1}{2}| \leq \frac{(q + 2s + 2)^2 \cdot d}{2p}
\]

**Corollary 1.** Let \( P, Q \in \mathbb{F}_p[X_1, \ldots, X_n]^n \) be two \( s \)-tuples of \( n \)-variate polynomials over \( \mathbb{F}_p \) and let \( f \in \mathbb{F}_p[X_1, \ldots, X_n] \). Let \( d = \max\{kd_p, d_Q, d_f\} \). If \( f \) is independent of \( (P,Q) \) then any \( A \) that has advantage \( 1/2 \) in solving the decision \( (P,Q,f)\)-Diffie-Hellman Problem in a generic \( k \)-linear group \( \mathbb{G} \) must take time at least \( \Omega(\sqrt{p/d - s}) \).

High level description of the proof of [BBG05] is as follows. Let \( S \) be an algorithm which simulates the generic group oracle for adversary \( A \).

In a perfect simulation, \( S \) instantiate all of the polynomials \( (P, Q, f) \) by choosing random values \( (x_1, \ldots, x_n) \) for each of the formal variables \( (X_1, \ldots, X_n) \) and sends the handles to \( A \) which then issues a sequence of group and mapping operations and is given in return the appropriate handles. Finally, \( A \) outputs a bit \( b' \). We note that two elements get different handles only if they are evaluated to different values under the assignment.

Now, consider a simulation where \( S \) does not start by choosing random assignment for the polynomials, but instead keeps track of the formal polynomials themselves. In this simulation, \( A \) can only distinguish between \( t_b \) and \( t_{1-b} \) if it is able to generate a formal polynomial that would be symbolically equivalent to some previously-generated polynomial for one of these polynomials but not the other. Doing so contradicts \( f \) being independent of \( (P,Q) \).

In this simulation two polynomials gets different handles if they are equal as formal polynomials. This only introduces a difference in case it happens during the course of the simulation that two different formal polynomials would take on the same value. That is, if there exist \( p_i, p_j \) s.t. \( (p_i - p_j)(x_1, \ldots, x_n) = 0 \) but \( p_i \neq p_j \). For any particular pair of polynomials, the probability that this occurs is bounded by \( d/p \). Since there are \( \binom{q + 2s + 2}{2} \) such pairs, by the union bound we get that the statistical difference between these simulations is \( O\left(\frac{(q + 2s + 2)^2 \cdot d}{2p}\right)\).

**Permanent revocation problem is generically secure.** In order to show that the permanent revocation problem is generically secure we first argue that it is an instance of the \((P,Q,f)\) Diffie-Hellman problem. Let \( w_g, h_g \) be the discrete log of \( w, h \) in base \( g \), that is \( g^{w_g} = w, g^{h_g} = h \). Let \( P \) be a sequence of all the elements of \( \mathbb{G} \) in the permanent revocation problem and \( f = \left(\sum_{i=0}^{q} s_i\right)\alpha \cdot x \cdot w_g \). The polynomials in \( P \) contain inverses of \( x_{\alpha+1}, x_{\alpha+2}, b, ID_1 - \overline{ID}, \ldots, ID_q - \overline{ID} \) and therefore do not fit the generic proof template of [BBG05].

Stating our assumption in terms of a generator \( g' \) such that \( g = (g')^{x_{\alpha+1} \cdot x_{\alpha+2} \cdot b \cdot \prod_{i \in [1,q]}(ID_i - \overline{ID})} \).
eliminates these inverses and therefore $P$ is a sequence of polynomials in $g'$. Furthermore, if the max degree is defined by $d = \max\{3d_p,d_f\}$ then $d$ is linear in $q$.

$$g^x, g^{x_1 x_2 x_3}, g^{x_4 x_5}, g^{x_6 x_7}, g^{x_8 x_9}, g^{x_{10} x_{11}}$$

$$\forall i \in [1,q] g_{i}^{\frac{a_i}{b}} (w^{1D_i(h)^{\frac{i}{b}}} g_{i}^{\frac{\sum_{j=0}^{a_i-1} s_{j}}{g_{i}^{\frac{1}{b}}}} (g_{i}^{\frac{1}{b}} h_{i}^{\frac{1}{b}})^{\frac{1}{b}}$$

$$\forall j \in [1,q] g_{j}^{s_{j}'} (w^{1D_j(h)^{x_1}}, h_{j}^{x_1})$$

$$\forall j \in [0,q] g_{j}^{(\sum_{k=0}^{j} s_{k}')} x_{sb} \hat{x}, g_{j}^{\frac{\sum_{k=0}^{j} s_{k}}{x_{sb}}}$$

$$(g^x, (g^{(\sum_{j=0}^{q} s_{j}')} x_{sb} \hat{x})^x)$$

It follows from corollary 1 that proving the generic security of the permanent revocation problem is implied by proving that $f$ is independent of $(P)$.

We now show independence by elimination. First, note that $f = (\sum_{i=0}^{q} s_{i}') \alpha \hat{x} w_{g}$ contains the multiplication $\alpha x$. The only polynomials that involve $\alpha$ are

$$\frac{\alpha}{x_{sb}} w_{g}, \forall i \in [1,q] \frac{a_i + t_i}{b} w_{g}$$

It is not possible to use $\frac{\alpha}{x_{sb}} w_{g}$ since the $x_{sb}$ denominator enforces multiplication by $x_{sb} x_{sb} \hat{x}$ and then another multiplication by one of $\frac{\sum_{k=0}^{j} s_{k}}{x_{sb}}$ for $j \in [0,q]$ which yields a polynomial in the target group that does not involve $x$.

The $b$ denominator in $\frac{a_i + t_i}{b} w_{g}$ enforces a multiplication by $\frac{b}{x_{sb}}$ which in turn enforces a multiplication by one of $(\sum_{k=0}^{j} s_{k}') x_{sb} \hat{x}$ for $j \in [0,q]$ or $(\sum_{j=0}^{q} s_{j}') x_{sb} \hat{x}$. As before, it is not possible to use one of $(\sum_{k=0}^{j} s_{k}') x_{sb} \hat{x}$ for $j \in [0,q]$ since it yields a polynomial in the target group that does not involve $x$.

Following this train of thoughts, in order to construct a formal polynomial that would be symbolically equivalent to $f$, one must begin with

$$\frac{\alpha + t_i}{b} w_{g} \cdot \frac{b}{x_{sb}} \cdot (\sum_{j=0}^{q} s_{j}') x_{sb} \hat{x}$$

$$= (\alpha + t_i) w_{g} (\sum_{j=0}^{q} s_{j}') \hat{x}$$

$$= f + t_i w_{g} (\sum_{j=0}^{q} s_{j}') \hat{x}$$

We are thus left with showing independence between $t_i w_{g} (\sum_{j=0}^{q} s_{j}') \hat{x}$ and $P$.

We note that $t_i w_{g} (\sum_{j=0}^{q} s_{j}') \hat{x}$ contains the variable $x$. The only polynomials that involve $x$ are

$$\hat{x} x, (\sum_{j=0}^{q} s_{j}') x_{sb} \hat{x}$$
It is not possible to use $(\sum_{j=0}^{q} s_j')x_abx$ because it contains $x_ab$ (while backtracking the multiplication done so far cancels this term, it also cancels $f$). We are left with constructing $t_iw_g(\sum_{j=0}^{q} s_j')$ using one multiplication. We can also write it as $A + B$ where $A = t_iw_g(\sum_{j=0}^{q-1} s_j')$ and $B = \sum_{j=i}^{q} t_iw_g s_j'$. Since only one multiplication is possible, we are left with the following polynomials:

$$\forall i \in [1,q] \quad t_i, (wID_i + h)t_i, \frac{\sum_{k=0}^{i-1} s_k'}{ID_i - ID}, (w\hat{ID} + h)\frac{\sum_{k=0}^{i-1} s_k'}{ID_i - ID}$$  (1)

$$\forall j \in [1,q] \quad s_j', (wID_j' + h)s_j', ID_j'$$  (2)

We note that we can construct $A$ with polynomials in (1). On the other hand, this does not apply to $B$ since it involves $s_k'$ values for $k = i$ to $q$ which are not found in (1) for the same $i$. Finally, we show that for each $i$, there exists an $s_k'$ where $k \in [1,q]$ such that it is not possible to construct $t_iw_g s_k'$. For each $i$ there exists a $j$ such that $ID_i = ID_j'$ and $j \geq i$. For these $i$ and $j$, it is only possible to construct $t_iw_g s_j'$ by either multiplying $t_i$ by $(wID_j' + h)s_j'$ or multiplying $s_j'$ by $(wID_i + h)t_i$. Multiplying $t_i$ by $(wID_j' + h)s_j'$ leads to a reminder of $t_ish_j'$ which can only be canceled subtracting the multiplication of $s_j'$ and $(wID_i + h)t_i$. However, this also cancels $t_iw_g s_j'$. Multiplying $s_j'$ by $(wID_i + h)t_i$ similarly leads to a dead end.

5 The scheme over a GES

5.1 Ideal Graded Encoding Scheme

Following definitions are taken almost verbatim from [GGH12] and [GGH16].

Ideal Graded Encoding Scheme Let $\mathcal{R}$ be a ring and $\mathbb{U}$ denote a universe set. An ideal graded encoding scheme for $\mathcal{R}$, $\mathbb{U}$ is a collection of elements $\{[\alpha]_S \subset \{0,1\}^* | \alpha \in \mathcal{R}, S \subseteq \mathbb{U}\}$ with the following properties:

1. There are binary operations `+` and `-` such that for all $\alpha_1, \alpha_2 \in \mathcal{R}$, all $S \subseteq \mathbb{U}$ and all $u_1 \in [\alpha_1]_S, u_2 \in [\alpha_2]_S$:

   $$u_1 + u_2 \in [\alpha_1 + \alpha_2]_S, u_1 - u_2 \in [\alpha_1 - \alpha_2]_S$$

   where $\alpha_1 + \alpha_2$ and $\alpha_1 - \alpha_2$ are the addition and subtraction in $\mathcal{R}$.

2. There is a binary operation `·` such that for all $\alpha_1, \alpha_2 \in \mathcal{R}$, all $S_1, S_2 \subseteq \mathbb{U}$ such that $S_1 \cap S_2 = \emptyset$ and all $u_1 \in [\alpha_1]_{S_1}, u_2 \in [\alpha_2]_{S_2}$:

   $$u_1 \cdot u_2 \in [\alpha_1 \cdot \alpha_2]_{S_1 \cup S_2}$$

   where $\alpha_1 \cdot \alpha_2$ is multiplication in $\mathcal{R}$.

For an element $u \in [\alpha]_S$, we call $\alpha$ the value and $S$ is the index of the element.
Ideal Graded Encoding Scheme procedures

Ideal Graded Encoding scheme consists of the following algorithms:

\( \text{InstGen}(1^\lambda, 1^\kappa) \rightarrow (p, prms, s_{GES}) \). The instance generator takes as input the security parameter \( 1^\lambda \) and the multi-linearity parameter \( 1^\kappa \) and outputs a prime \( p \) of size at least \( 2^\lambda \), public system parameters \( prms \), and a secret parameter \( s_{GES} \).

\( \text{Encode}(p, prms, s_{GES}, S, a) \). The encoding algorithm takes as input the prime \( p \), the public parameters \( prms \), the secret parameter \( s_{GES} \), and a pair \((S, a)\) with \( S \subseteq \{1, \ldots, \kappa\} \) and \( a \in \mathbb{R} \). The algorithm outputs encoding of an element \( v \in [a]_S \).

\( \text{Add}(prms, v_1, v_2) \). The addition algorithm takes as input the public parameters \( prms \) and encoding of two elements in the same index set \( v_1, v_2 \in [a_1]_S \cup [a_2]_S \) and outputs the encoding of their added values in the same index set \( v \in [a_1 + a_2]_S \). In case the elements’ index sets are not equal, the algorithm outputs \( \bot \). Similarly, \( \text{Subtract}(prms, v_1, v_2) \rightarrow v \in [a_1 - a_2]_S \).

\( \text{Multiplication}(prms, v_1, v_2) \). The multiplication algorithm takes as input the public parameters \( prms \) and encoding of two elements \( v_1 \in [a_1]_{S_1}, v_2 \in [a_2]_{S_2} \) and outputs the encoding of their multiplied values in the union of their index sets \( v \in [a_1 \cdot a_2]_{S_1 \cup S_2} \). In case the elements’ index sets are not disjoint, the algorithm outputs \( \bot \).

\( \text{isZero}(prms, v) \). The zero testing algorithm takes as input the public parameters \( prms \) and encoding an element \( v \in [a]_S \) and outputs 1 if \( a = 0 \) and \( S = \{1, \ldots, \kappa\} \). Otherwise, it outputs 0.

\( \text{Extract}(prms, v) \). For an element \( v \in [a]_S \), if \( S = \{1, \ldots, \kappa\} \) the extraction algorithm outputs a “canonical” and “random” representation in \( \{0, 1\}^\lambda \) of the value \( a \) from it’s encoding:

1. For any \( a \in \mathbb{R} \) and two \( v_1, v_2 \in [a]_{\{1, \ldots, \kappa\}} \), \( \text{Extract}(params, v_1) = \text{Extract}(params, v_2) \).
2. The distribution \( \{\text{Extract}(params, v) : a \in \mathbb{R}, v \in [a]_{\{1, \ldots, \kappa\}}\} \) is nearly uniform over \( \{0, 1\}^\lambda \).

5.2 The scheme in ideal GES

The scheme in the ideal GES is the same as the scheme in 3-linear maps with two minor changes. First, since the encryption algorithm has no access to the GES secret parameter, it cannot encode messages as elements in the GES. Second, in contrast to 3-linear maps, since there are many target groups in GES, there is no need to “secret share” elements from levels \( > 1 \) into shares in level 1. Our scheme is intended to work in the hybrid encryption model. As such, messages in our scheme are random values that are used as keys in a symmetric encryption system for the actual payload using the GES extraction algorithm.
The output of the algorithm is the master secret key:

\[ SK \]

\[ \text{KeyGen}(MSK, ID) \] Given a user identity \( ID \in \mathbb{Z}_p \) and the master secret key \( MSK \), the algorithm chooses random \( t \in \mathbb{Z}_p \). It then sets

\[ D_1 = \left[ \frac{w^\alpha + t}{b} \right]_3 \]
\[ D_2 = [t]_1, D_3 = \left[ (wID + h) t \right]_1 \]
\[ S_1 = \left[ \frac{s}{ID - ID} \right]_2, S_2 = \left[ \frac{s}{ID - ID} \right]_2 \]

The output of the algorithm is \( SK_{1D} = \{ D_1, D_2, D_3, S_1, S_2 \} \).

\[ \text{Revoke}(S, PP, MSK) \] Given a set \( S \) of \( r \) identities to revoke the algorithm chooses random \( s'_1, \ldots, s'_r \in \mathbb{Z}_p \), sets \( s' = s'_1 + \ldots + s'_r \) and then for each identity \( ID_i \in S \) it sets

\[ S_1, ID_i = [s'_i]_2, S_2, ID_i = [(wID_i + h)s'_i]_2 \]

The algorithm then:

1. Updates the master secret key by replacing \( s \) with \( s + s' \).
2. Update the public parameters by replacing \( [bsx]_{1,2}, [w\alpha s x]_{1,2,3} \) with \( [b(s + s') x]_{1,2}, [w\alpha s x]_{1,2,3} \) respectively.
3. Broadcast the state update message \( SUM = \{ S_1, ID_1, S_2, ID_1, S_3, ID_1 \}_{i=1}^r \).

\[ \text{UpdateState}(SK_{1D}, SUM, ID) \] Given a state update message \( SUM \) the algorithm updates the secret key \( SK_{1D} \). If first calculates

\[ S'_1 = \sum_{i=1}^r S_1, ID_i \sum_{i=1}^r \frac{s'_i}{ID_i - ID_i} = \sum_{i=1}^r [s'_i]_{(2)}^{-1} \]
\[ S_2 = \sum_{i=1}^r S_2, ID_i \sum_{i=1}^r \frac{(wID_i + h)s'_i}{ID_i - ID_i} = \sum_{i=1}^r [(wID_i + h)s'_i]_{(2)}^{-1} \]

It then updates \( SK_{1D} \) by setting:

\[ S_1 = S_1 + S'_1 \]
\[ S_2 = S_2 + S'_2 \]
Encrypt(PP, M). The encryption algorithm takes as input the public parameters PP and a random message M ∈ {0, 1}^λ. The algorithm first sets e = ∑_i=1^λ e_i^m_i. The symmetric key for the payload encryption is derived from Extract(prms, e).

It then chooses a random exponent x ∈ Z_p and sets:

\[ C_0 = e + [wαsx]_{1,2,3} \]
\[ C_1 = [x]_{31}^p, C_2 = [bsx]_{1,2}^p \]

The output of the algorithm is CT = {C_0, C_1, C_2}.

Decrypt(SK_{ID}, CT). The decryption algorithm takes as input a secret key SK_{ID} and a ciphertext CT. It first sets A = Mult(S_1, D_3) − Mult(S_2, D_2) = [wst]_{1,2}. Next, the algorithm sets B = Mult(D_1, C_2) = [wαsx + wtsx]_{1,2,3}. Finally, the algorithm outputs C_0 − (B − Mult(A, C_1)) = e.

6 Concluding remarks

In this work we gave a formal definition of permanent revocation systems and their security. We also proposed a public stateful scheme which supports permanent revocation based on 3-linear mapping and is secure in the generic group model. Our scheme enjoys small (constant size) keys and efficient procedures O(1) operations for encryption / decryption and O(r) operations for revocation / state update where r is the number of revoked users.
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