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Abstract

Let \( \mathcal{D} \) be a set of \( n \) pairwise disjoint unit balls in \( \mathbb{R}^d \) and \( P \) the set of their center points. A hyperplane \( \mathcal{H} \) is an \( m \)-separator for \( \mathcal{D} \) if each closed halfspace bounded by \( \mathcal{H} \) contains at least \( m \) points from \( P \). This generalizes the notion of halving hyperplanes, which correspond to \( n/2 \)- separators. The analogous notion for point sets has been well studied. Separators have various applications, for instance, in divide-and-conquer schemes. In such a scheme any ball that is intersected by the separating hyperplane may still interact with both sides of the partition. Therefore it is desirable that the separating hyperplane intersects a small number of balls only.

We present two deterministic algorithms to bisect or approximately bisect a given set of disjoint unit balls by a hyperplane: Firstly, we present a simple linear-time algorithm to construct an \( \alpha \)-separator for balls in \( \mathbb{R}^d \), for any \( 0 < \alpha < 1/2 \), that intersects at most \( c n^{(d-1)/d} \) balls, for some constant \( c \) that depends on \( d \) and \( \alpha \). The number of intersected balls is best possible up to the constant \( c \). Secondly, we present a near-linear time algorithm to construct an \( (n/2-o(n)) \)-separator in \( \mathbb{R}^d \) that intersects \( o(n) \) balls.

1 Introduction

Let \( \mathcal{D} \) be a set of \( n \) pairwise disjoint unit balls in \( \mathbb{R}^d \) and \( P \) the set of their center points. A hyperplane \( \mathcal{H} \) is an \( m \)-separator for \( \mathcal{D} \) if each closed halfspace bounded by \( \mathcal{H} \) contains at least \( m \) points from \( P \). This generalizes the notion of halving hyperplanes, which correspond to \( n/2 \)- separators. The analogous notion for separating hyperplanes for point sets has been well studied (see, e.g. [12] for a survey). Separators have various applications, for instance, in divide-and-conquer schemes. In such a scheme any ball that is intersected by the separating hyperplane may still interact with both sides of the partition. Therefore it is desirable that the separating hyperplane intersects a small number of balls only.

Alon, Katchalski and Pulleyblank [11] prove that for any set \( \mathcal{D} \) in \( \mathbb{R}^2 \), there exists a direction such that every line with this direction intersects \( O(\sqrt{n \log n}) \) disks. In particular, this guarantees the existence of a halving line that intersects at most \( O(\sqrt{n \log n}) \) disks. Löffler and Mulzer [11] observed that this proof gives a randomized linear-time algorithm.

We develop a generic algorithm in \( \mathbb{R}^d \) that can be instantiated with different parameters to obtain Theorem 1 and Theorem 2. Note that Theorem 2 improves the separation of the center points (compared to Theorem 1) at the cost of increasing the running time slightly.

Theorem 1 Given a set \( \mathcal{D} \) of \( n \) pairwise disjoint unit balls in \( \mathbb{R}^d \) and \( \alpha \in (0,1/2) \), one can construct in \( O((1-2\alpha)n) \) time a hyperplane \( \mathcal{H} \) that intersects \( O(n/(1-2\alpha))^{(d-1)/d} \) balls from \( \mathcal{D} \) and such that each closed halfspace bounded by \( \mathcal{H} \) contains at least \( an \) centers of balls from \( \mathcal{D} \). The constants hidden by the asymptotic notation depend on \( d \) only.

Theorem 2 Given a set \( \mathcal{D} \) of \( n \) pairwise disjoint unit balls in \( \mathbb{R}^d \) and a function \( f(n) \in \omega(1) \cap O(\log n) \), one can construct in \( O(nf(n)) \) time a hyperplane \( \mathcal{H} \) such that each closed halfspace bounded by \( \mathcal{H} \) contains at least \( \frac{\sqrt{2}}{2}n(1-1/f(n)) = \frac{\sqrt{2}}{2}(1-o(1)) \) balls from \( \mathcal{D} \).

Related work. Bereg, Dumitrescu and Pach [4, 5] strengthen the initial result of Alon, Katchalski and Pulleyblank slightly by proving that there exists a direction such that any line with this direction has at most \( O(\sqrt{n \log n}) \) disks \textit{within constant distance} [1]. They use this lemma to prove that one can always move a set of \( n \) unit disks from a start to a target configuration in \( 3n/2 + O(\sqrt{n \log n}) \) moves. Their algorithm runs in \( O(n^{3/2}(\log n)^{-1/2}) \) time, which Theorem 1 improves to \( O(n \log n) \).

Held and Mitchell [8] introduced a paradigm for modeling data imprecision where the location of a point in the plane is not known exactly. For each point, however, we are given a unit disk that is guaranteed to contain the point. The authors show that after preprocessing the disks in \( O(n \log n) \) time, they can construct a triangulation of the actual point set in linear time. Löffler and Mulzer [11] follow the same model to construct the onion layer of an imprecise point set. They observed that the proof by Alon et al. immediately gives a randomized expected linear-time algorithm in the following fashion. Pick an angle \( \beta \in [0, \pi] \) uniformly at random and compute a halving line for the disks with slope \( \beta \). This
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1 This result also appeared in [11, Lemma 9.3.2].
halving line intersects at most $O(\sqrt{n \log n})$ unit disks with probability at least 1/2. Löfler and Mulzer use this algorithm to compute a $(\alpha, \beta)$-space decomposition tree: a data structure similar to a binary space partition in which every line is an $\alpha \beta$-separator that intersects at most $k^2$ disks. They show that such a $(1/2+\epsilon, 1/2+\epsilon)$ space decomposition tree can be computed in $O(n \log n)$ expected time, for every $\epsilon > 0$. Theorem 1 can be used to improve this to $O(n \log n)$ deterministic time. Next, they describe a deterministic $O(n \log n)$ algorithm to compute a line $\ell$ such that there are at least $n/2 - cn^{5/6}$ disks completely to each side of $\ell$. The algorithm uses an $r$-partition of the plane to find good candidate lines. Theorem 1 can be used to improve the running time of this algorithm to $O(n)$.

Finally, the question has a continuous counterpart that has been solved recently [7].

2 Algorithm

In this section, we develop a generic algorithm to compute a separator for a given set of pairwise disjoint unit balls in $\mathbb{R}^d$. Using this generic algorithm, we will give two algorithms to compute an approximately halving hyperplane that intersects a sublinear number of balls.

Besides the set $D$ of $n$ balls in $\mathbb{R}^d$, the generic algorithm has two more parameters. First, a number $b \in \{1, \ldots, n\}$ that quantifies the quality of the approximation: we will show that the hyperplane constructed by the algorithm forms an $(n-b)/2$-separator for $D$. The main step of the algorithm consists in finding a direction $d$ such that we are guaranteed to find a desired separator that is orthogonal to $d$. A second parameter $k \in \mathbb{N}$ of the algorithm specifies the number of different directions to generate and test during this step. As a rule of thumb, generating more directions results in a better solution, but the runtime of the algorithm increases proportionally. The algorithm works for certain combinations of these parameters only, as detailed in the following theorem.

Theorem 3 Given a set $D$ of $n$ pairwise disjoint unit balls in $\mathbb{R}^d$ and parameters $b \in \{1, \ldots, n\}$ and $k \in \mathbb{N}$ that satisfy the conditions

$$dn \leq kb \quad \text{and} \quad t := \left(\frac{2^{d-1} V_d}{(d-2)!/2}\right)^{1/d} \frac{n^{1/d}}{k^{2-1/d}} - 2 > 2,$$

(where $V_d$ is the volume of the $d$-dimensional unit ball), one can construct in $O(kn)$ time a hyperplane $\mathcal{H}$ that intersects at most $2b/(t - 2)$ balls from $D$ and such that each closed halfspace bounded by $\mathcal{H}$ contains at least $(n-b)/2$ centers of balls from $D$.

Maybe more interesting than Theorem 3 in its full generality are the special cases stated as Theorem 4 and Theorem 2 above. Theorem 4 describes the case that $k$ is constant. It can be obtained by choosing $b = [(1-2\alpha)n]$ and $k = [(1-2\alpha)d]$. Theorem 2 describes the case that $k$ is a very slowly growing function $f(n)$. It can be obtained by choosing $b = n/f(n)$ and $k = df(n)$.

Overview of the algorithm. Our algorithm consists of two steps. In the first step, we find a direction $d$ in which the balls from $D$ are ‘spread out nicely’. More precisely, for an arbitrary (oriented) line $\ell$ consider the set $P$ of points that results from orthogonally projecting all centers of balls from $D$ onto $\ell$. Denote by $p_1, \ldots, p_n$ the order of points from $P$ sorted along $\ell$. We want to find an $(n-b)/2$-separator orthogonal to $\ell$. This means that the separating hyperplane $\mathcal{H}$ must intersect $\ell$ somewhere in between $p_{(n-b)/2}$ and $p_{(n+b)/2}$.

However, we also need to guarantee that not too many points from $P$ are within distance one of $\mathcal{H}$, which may or may not be possible depending on the choice of $\ell$. Therefore we try several possible directions/lines and select the first one among them that works. In order to evaluate the quality of a line, we use as a simple criterion the spread, defined to be the distance between $p_{(n-b)/2}$ and $p_{(n+b)/2}$. Given a line $\ell$ with sufficient spread, we can find a suitable $(n-b)/2$-separator orthogonal to $\ell$ in the second step of our algorithm, as the following lemma demonstrates. Note the safety cushion of width one to the remaining balls of $D$.

Lemma 4 Given a set $P$ of $b$ (one-dimensional) points in an interval $[\ell, r]$ of length $w = r - \ell > 2$, we can find in $O(b)$ time a point $p \in (\ell + 1, r - 1)$ such that at most $2b/(w - 2)$ points from $P$ are within distance one of $p$.

Proof. We select $[(w - 2)/2]$ pairwise disjoint closed sub-intervals of length two in $(\ell, r)$. By the pigeonhole principle at least one interval contains at most $b/[(w - 2)/2] \leq 2b/(w - 2)$ points from $P$. Select $p$ to be the midpoint of such an interval.

Algorithmically, we can find such an interval using a kind of binary search on the intervals: We maintain a set of points and a range of intervals. At each step consider the median interval $I$ and test for every point whether it lies in $I$, to the left of $I$, or to the right of $I$. Then either $I$ contains at most $2b/(w - 2)$ points from $P$ and we are done, or we recurse on the side that contains fewer points, after discarding all points and intervals on the other side. The process stops as soon as the current range of intervals contains at most $2b/(w - 2)$ points from $P$, at which point any of the remaining intervals can be chosen. Given that
we maintain the ratio between the number of points and the number of intervals, the process terminates with an interval of the desired type. As the number of points decreases by a constant factor in each iteration, the overall number of comparisons can be bounded by a geometric series and the resulting runtime is linear.

**How to find a good direction.** Our algorithm tries $k$ different directions and stops as soon as it finds a direction with spread at least $t$ (see Theorem 4). For a given direction the spread can be computed in $O(n)$ time using linear time rank selection [6]. In the remainder of this section, we will discuss how to select an appropriate set of directions such that one direction is guaranteed to have spread at least $t$.

Given hyperplanes $H_1, \ldots, H_d$ and $w_1, \ldots, w_d > 0$, let the slab $S_t$ be the set of points with distance $w_d/2$ to $H_t$. Below we give a formula based on a volume argument to bound the number of balls in $S_1 \cap \cdots \cap S_d$. This formula in turn motivates our choice of directions, which we will explain afterwards.

**Lemma 5** Let $\vec{v}_1, \vec{v}_2, \ldots, \vec{v}_d \in S^{d-1} \subset \mathbb{R}^d$ be linearly independent directions and $H_1, H_2, \ldots, H_d$ be hyperplanes with corresponding normal directions. Given $w_1, \ldots, w_d > 0$, the number of pairwise disjoint unit balls completely contained in $S_1 \cap \cdots \cap S_d$ is upper bounded by

$$\frac{w_1 \ldots w_d}{|\det(\vec{v}_1, \ldots, \vec{v}_d)| V_d},$$

where $V_d$ denotes the volume of the $d$-dimensional unit ball.

**Proof.** Since each ball has volume $V_d$ and they are pairwise disjoint, it is sufficient to bound the volume of $S := S_1 \cap \cdots \cap S_d$. The volume of $S$ depends linearly on $w_1, \ldots, w_d$, so we scale them all to one. We can map the linearly independent vectors $(\vec{v}_1, \ldots, \vec{v}_d)$ to the standard basis $(e_1, \ldots, e_d)$ by multiplying with the matrix $(\vec{v}_1, \ldots, \vec{v}_d)^{-1}$. The volume changes by this transformation by a factor of $1/|\det(\vec{v}_1, \ldots, \vec{v}_d)|$. This transformation yields the unit cube, which has volume 1. Reversing the transformations gives the stated bound. $\square$

The bound in Lemma 5 depends on the determinant formed by the $d$ direction vectors, which corresponds to the volume of the $(d-1)$-simplex spanned by them. In order to obtain a good upper bound, we must guarantee that this volume does not become too small. Ensuring this reduces to the Heilbronn Problem: Given $k \in \mathbb{N}$ and a compact region $P \subset \mathbb{R}^d$ of unit volume, how to select $k$ points from $P$ as to maximize the area of the smallest $d$-simplex formed by these points? Heilbronn posed this question for $d = 2$ and the natural generalization to higher dimension was studied by Barequet [3] and Lefmann [9]. We use the following simple explicit construction that goes back to Erdős in $\mathbb{R}^2$ and was generalized to higher dimension by Barequet.

**Lemma 6** ([8, 15]) Given a prime $k$, let $P = \{p_0, \ldots, p_{k-1}\} \subset [0, 1]^d$ with

$$p_i = \frac{1}{k} (i, i^2 \mod k, \ldots, i^d \mod k).$$

Then the smallest $d$-simplex spanned by $d + 1$ points from $P$ has volume at least $1/(dk^d)$. Assuming $k$ to be prime is not a restriction: If $k$ is not prime, then by Bertrand’s postulate there is a prime $k' \leq 2k$. We can compute $k'$ efficiently, for instance, in $O(k/\log \log k)$ time using Atkin’s sieve [2]. In order to obtain the desired direction vectors we proceed as follows: Use Lemma 6 to generate $k$ points $p_0, \ldots, p_{k-1}$ in $[0, 1]^{d-1}$. Then lift the points to $S^{d-1} \subset \mathbb{R}^d$ using the map

$$f : (x_1, \ldots, x_{d-1}) \mapsto \frac{(x_1 - \frac{1}{2}, \ldots, x_{d-1} - \frac{1}{2})}{|| (x_1 - \frac{1}{2}, \ldots, x_{d-1} - \frac{1}{2}) ||}$$

and denote the resulting set of directions by $D = \{\vec{v}_0, \ldots, \vec{v}_{k-1}\}$ with $\vec{v}_i = f(p_i)$.

**Lemma 7** For any $d$ vectors $\vec{v}_1, \ldots, \vec{v}_d$ from $D$ we have $|\det(\vec{v}_1, \ldots, \vec{v}_d)| \geq 2^{d-1}/((d-1)!k^d/2k^{d-1})$.

We only give the proof idea of Lemma 7 here. Lemma 6 states that we need to pick directions such that no $d$ of them are close to collinear. Lemma 6 gives us points that do not form small simplices. When those points are lifted to dimension $d + 1$, the size of a spanned simplex corresponds directly to how close the vectors are to collinearity. We are now ready to prove Theorem 4.

**Proof.** The algorithm goes as follows. Compute directions $\vec{v}_1, \ldots, \vec{v}_k$ as in Lemma 7. For each $i \in \{1, \ldots, k\}$ consider the sequence of center points of
the balls in $D$, sorted according to direction $\vec{v}_i$. Let $S_i$ be the slab orthogonal to $\vec{v}_i$ bounded by the points of rank $(n-b)/2$ and $(n+b)/2$ on $\vec{v}_i$: then $S_i$ contains the middle $b$ projected center points on $\vec{v}_i$. Denote by $w_i$ the width of $S_i$ in direction $\vec{v}_i$ (which is the spread of $\vec{v}_i$) and by $|S_i|$ the number of center points in $S_i$. We claim that $w_i \geq t$ for some $i \in \{1, \ldots, k\}$. Intuitively, if all $w_i$ were small, then the slabs would overlap very little (for the directions we chose), which is impossible since each of them contains $b$ center points.

We can bound

$$kb = \sum_{i=1}^{k} |S_i| \leq (d-1)n + \sum_{i_1 < \ldots < i_d} |S_{i_1} \cap \ldots \cap S_{i_d}|,$$

noting that a point that is contained in at most $d-1$ sets $S_i$ is counted $d-1$ times on the right hand side, whereas a point that is contained in at least $d$ sets is counted $d-1 + \binom{|S_i|}{d} \geq a$ times.

For the purpose of contradiction assume $w_i < t$ for all $i \in \{1, \ldots, k\}$. Together with Lemma 5 (noting that a center point is in $S_i$ if and only if its ball is completely contained in $S_i$ widened by one on both sides) and Lemma 7 we get $kb = \sum_{i=1}^{k} |S_i|$

\[ \leq (d-1)n + \sum_{i_1 < \ldots < i_d} \frac{(w_{i_1} + 2) \ldots (w_{i_d} + 2)}{|\det (\vec{v}_{i_1}, \ldots, \vec{v}_{i_d})|} V_d \]

\[ \leq (d-1)n + \sum_{i_1 < \ldots < i_d} \frac{(t + 2)^d (d-1)! d^2 k^d - 1}{2d-1} \]

\[ = (d-1)n + \frac{k}{d!} \frac{(t + 2)^d (d-1)! d^2 k^d - 1}{2d-1} \]

\[ \leq (d-1)n + \frac{d^{d-2}/2}{2d-1} V_d (t + 2)^d k^d - 1. \]

In combination with Condition 1 we get

$$dn \leq kb \leq (d-1)n + \frac{d^{d-2}/2}{2d-1} V_d (t + 2)^d k^d - 1$$

and so

$$\left( t + 2 \right)^d > \frac{V_d}{\frac{d^{d-2}/2}{2d-1}} \cdot \frac{n}{k^d - 1},$$

in contradiction to the definition of $t$ in Condition 2. Therefore, our assumption $w_i < t$ for all $i \in \{1, \ldots, k\}$, was wrong and there is some $w_j \geq t$.

Using Lemma 3 on the center points from $S_j$ projected to a line in direction $\vec{v}_j$ we obtain a hyperplane $\mathcal{H}$ orthogonal to $\vec{v}_j$ that intersects at most $2b/(w_j - 2) \leq 2b/(t - 2)$ balls from $D$. By Lemma 4 the hyperplane $\mathcal{H}$ has distance greater than one to any ball in $D$ whose center is not in $S_j$, and so $\mathcal{H}$ is the desired separator.

Regarding the runtime bound, as stated above we can compute the spread of any direction in $O(n)$ time, which yields $O(kn)$ time for $k$ directions. The second step of finding $\mathcal{H}$ can be done in $O(b) = O(n)$ time by Lemma 3. Therefore the overall runtime is $O(kn)$.
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