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Abstract—The area of sparse approximation of signals is drawing tremendous attention in recent years. Typically, sparse solutions to underdetermined linear systems of equations are required. Such solutions are often achieved by minimizing an $l_1$ penalized least squares functional. Various iterative-shrinkage algorithms have recently been developed and are quite effective for handling these problems, often surpassing traditional optimization techniques. In this paper, we suggest a new iterative multilevel approach that reduces the computational cost of existing solvers for these inverse problems. Our method takes advantage of the typically sparse representation of the signal, and at each iteration it adaptively creates and processes a hierarchy of lower-dimensional problems employing well-known iterated shrinkage methods. Analytical observations suggest, and numerical results confirm, that this new approach may significantly enhance the performance of existing iterative shrinkage algorithms in cases where the matrix is given explicitly.

I. INTRODUCTION

Sparse approximation of signals is an emerging area of research that is drawing vast interest and finding use in numerous applications. One popular application is sparse representation of signals and images, where the key underlying observation is that natural signals, such as images, admit sparse decompositions over specific spatial transforms [1], [2]. Another popular application is known as compressive sensing [3], [4], [5] where signals are reconstructed from only a few linear measurements. Other applications include statistical analysis, machine learning, and coding theory [6].

There has been an enormous effort in recent years to develop mathematical formulations and computational methods for applying such reconstructions. The simplest way to mathematically formulate this idea is to assume that the sought signal $y \in \mathbb{R}^m$ can be approximately represented by only a few columns of a matrix $A \in \mathbb{R}^{n \times m}$. That is, $y = Ax$, where the representation vector $x \in \mathbb{R}^m$ is sparse, containing few non-zero elements. The matrix $A$, often called the dictionary, is usually over-complete, having more columns than rows, $m > n$. This means that the underdetermined system $Ax = y$ has infinitely many solutions, and we seek the sparsest one by solving the problem

$$\min_{x \in \mathbb{R}^m} \|x\|_0 \quad \text{subject to} \quad Ax = y, \quad (1)$$

where the sparseness measure $\|x\|_0 = |\{i : x_i \neq 0\}|$ is called the $l_0$ quasi-norm, defined as the number of non-zero elements in the vector $x$. There are alternative formulations based on the $l_0$ quasi-norm. However, these optimization problems are non-convex and generally very hard to solve, as their solution usually requires an intractable combinatorial search [7]. Nevertheless, the solution for such problems can be approximated using so-called “greedy algorithms” such as (Orthogonal) Matching Pursuit (OMP/MP) [8], [9], [10], [11], [12], Stagewise OMP (StOMP) [13], CoSAMP [14], Subspace Pursuit (SP) [15], iterative hard thresholding [16], [17], [18], [19], [20], [21], and others.

A common alternative approach is to relax (1) by replacing the $l_0$ quasi-norm with the well-known $l_1$ norm, which has somewhat similar “sparsity properties” [3], [5], [22], [24]. The new problem,

$$\min_{x \in \mathbb{R}^m} \|x\|_1 \quad \text{subject to} \quad Ax = y, \quad (2)$$

called Basis Pursuit [23], is convex. Its solution may not be unique, but if more than one solution exists then all the solutions belong to a convex and compact set; that is, any convex combination of the basic solutions is itself a solution [24]. A typical solution vector $x^*$ of (2) is relatively sparse, and under certain conditions it is in fact equal to a global minimizer of (1). Problem (2) can be formulated and solved as a linear programming problem [23].

Because observed signals typically contain some noise, which has no sparse representation, the constraint $Ax = y$ is usually relaxed in both (1) and (2), with approximate equality measured using the quadratic penalty function $\|Ax - y\|_2^2$, where $y$ henceforth denotes the observed noisy signal. Two other approaches to treat this case are LASSO [25], and the common Basis Pursuit denoising (BPDN) [23]. The latter features an $l_1$ penalized least-squares functional minimization:

$$\min_{x \in \mathbb{R}^m} F(x) = \min_{x \in \mathbb{R}^m} \frac{1}{2} \|Ax - y\|_2^2 + \mu \|x\|_1, \quad (3)$$

with $\mu$ a scalar parameter that balances between sparsity and adherence to the data. Generally, a larger parameter $\mu$ yields a sparser minimizer $x^*$, but also a greater discrepancy $\|Ax^* - y\|_2^2$. Although this problem is an unconstrained convex optimization problem, traditional optimization methods, such as gradient descent or quasi-Newton methods, tend to be slow due to the discontinuity of the gradient, which arises from using the $l_1$ norm. Therefore, various computational optimization methods were developed for the task. The most common methods are the so-called “iterative shrinkage” or “iterative soft thresholding (IST)” methods that are often used together with some accelerations [26], [27], [28], [29].
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[30], [31], [32], [33], [34], [35]. Other related approaches for solving (3) include [36], [37], [38], [39], [40], [41], [42]. Similarly to (2), problem (3) may also have more than one globally optimal solution. In this work we adopt the common practice of seeking any one of those solutions and refer to it as “the minimizer” of (3), denoted by \( x^* \).

This paper introduces a straightforward multilevel method for \( l_1 \) penalized least-squares problems like (3), based on the main concept of classical algebraic multigrid methods [43]; that is, we accelerate the convergence of simple iterative methods for (3) using a nested hierarchy of smaller versions of the problem. Multigrid methods are commonly applied to linear systems arising from discretization of partial differential equations as well as other ill-conditioned systems. In many cases algebraic multigrid methods enable us to treat such problems effectively regardless of their condition number. This is done by projecting the original problem to a lower-dimensional subspace that contains the error components that are not treated effectively by standard iterative methods, such as Jacobi and Gauss-Seidel. Then, these error components are corrected by solving a lower-dimensional problem. This correction together with the standard iterative methods serve as two complementary processes which combine to yield an effective solver. The idea of introducing multigrid-like methods for (3) has yet to be explored and it has great potential.

In classical multigrid methods, the aim is to define a multilevel solver with optimal asymptotic convergence behavior, because the asymptotic convergence rates of simpler iterative solvers tend to be slow for problems of interest. However, the present problem is different as the main challenge is finding the non-zero elements of the minimizer \( x^* \) and its sign-pattern. Therefore, our algorithm is different from the classical multigrid approach. At each iteration (called a “multilevel V-cycle”) it reduces the dimension of the problem and creates a multilevel hierarchy of smaller and smaller problems, involving a lower dimensional dictionary at each “level”. We take advantage of the typical sparsity of \( x \) and reduce the dimension of the problem (3) by ignoring ostensibly irrelevant columns from \( A \). That is, each low-level problem is defined by (3), restricted to a specially chosen subset of the columns of \( A \), resulting in a nested hierarchy of sub-dictionaries. It then performs sub-space correcting shrinkage sweeps over each of the low dimensional problems in turn, that aim to activate the atoms that comprise the support of a true minimizer. Under suitable conditions, our algorithm converges to the global minimizer of (3)—we do not compromise solution quality in return for improved performance.

II. ITERATED SHRINKAGE METHODS AND ACCELERATIONS

Many of the simple iterated shrinkage methods for solving (3) are of the form

\[
    z = S_{\mu/c} \left( \frac{1}{c} A^T (y - Ax^k) + x^k \right),
\]

where \( x^k \) is the approximate solution at the \( k \)-th iteration, \( \alpha > 0 \) is a line-search scalar, \( c > 0 \) is method dependent, and

\[
    S_q(t) = \text{sign}(t) \cdot \max(0, |t| - q)
\]

is the “soft shrinkage” function, so dubbed because the size of the argument \( t \) is reduced by \( q \) (or set to zero if \( q > |t| \)). Some methods, such as [28], [38], simply choose \( \alpha = 1 \) in (5), i.e., \( x^{k+1} = z \). Others, such as [31], [34], apply a line-search by choosing \( \alpha \) that minimizes the functional (3) of \( x^{k+1} \) according to the search direction (5).

The constant \( c > 0 \) in (4) can be chosen in different ways and is the main difference between the various shrinkage methods. For example, in SSF [28], \( c \) is chosen such that \( c \geq \rho(A^T A) \); in SpaRSA [38] \( c \) is recalculated at each iteration via a linesearch over \( F(z) \) defined in (3); in [34] \( c \) is adapted throughout the iterations, and in PCD [31] \( 1/c \) is replaced by the inverse of a diagonal matrix \( D \) which is equal to the diagonal of \( A^T A \).

The iterative shrinkage methods mentioned above are much faster than standard first-order minimization methods such as classical Steepest Descent, however, some of them may remain relatively slow, requiring acceleration. In [31], [35] an optimization method called “sequential subspace optimization” (SESOP) was considered, together with the PCG and SSF iterations. Other acceleration methods include FISTA [46], TwiST [32], and a version of nonlinear Conjugate Gradients (CG) [35]. In this paper, we use a non-linear CG approach that is slightly different from that of [35], and is also based on the Polak-Ribiere CG method [47]. Given a search direction \( r^k = z - x^k \) obtained in (5) at the \( k \)-th iteration, we compute \( x^{k+1} \) via a line-search along the direction \( r^k = r^k + \beta r^{k-1} \), where

\[
    \beta = \max \left\{ \frac{(r^k)^T (r^k - r^{k-1})}{\|r^k\|^2}, 0 \right\}.
\]

Another type of acceleration technique that can be used with the above methods is the “continuation” strategy, also known as “warm-start”, that is applied in [33], [34], [36], [38]. In this approach, a large parameter \( \mu \) is first chosen for the problem (3) (lower than but proportional to \( \|A^T y\|_\infty \)). Once (3) is solved approximately for this value of \( \mu \), it is gradually decreased, and at each stage the new initial guess is given by the approximate solution to (3) obtained with the previous, bigger, parameter \( \mu \). This way, a sequence of problems is solved corresponding to the sequence of the decreasing \( \mu \)’s, until some convergence criterion is satisfied.

Asymptotically, once the sign-pattern of the minimizer \( x^* \) is recovered and fixed by the iterations, the functional in (3) becomes quadratic and can normally be solved efficiently either by the CG method or directly by solving the system that corresponds only to the non-zeros of the vector \( x^* \). Furthermore, in most applications the \( l_1 \) norm is only used as a regularizer for promoting sparsity of \( x \), and so, once we determine the support of \( x^* \), we may ignore the regularization term in (3) and only consider the quadratic term [36], [38] (an approach known as “debiasing”). Overall, the main effort in
solving (3) is invested in determining the non-zero elements of the minimizer $x^*$ and their signs.

III. A MULTILEVEL ITERATED SHRINKAGE APPROACH

We next describe our new multilevel approach for solving (3). At each iteration, called a “V-cycle”, we define a hierarchy of reduced problems, referred to as low-level problems. Each low-level problem is defined by (3), restricted to a specially chosen subset of the columns of $A$, and in each V-cycle we traverse the entire hierarchy of levels. We iteratively repeat these V-cycles, reducing the functional of (3) at each one, until some convergence criterion is satisfied. A precise description is given in the following sections in a two-level framework, with the extension to the multi-level framework obtained by recursion. In this description, all elements that are related to the low-level problem are denoted by a subscript $c$. Keeping with common practice, we use the terms “matrix” and “dictionary” interchangeably, and similarly the terms “column” and “atom”.

A. Definition of the low-level problem

In this subsection we define the reduced problem given its designated subset of atoms, $C \subseteq \{1, ..., m\}$, while the choice of $C$ will be discussed later. Given $C$, we define a so-called prolongation matrix $P \in \mathbb{R}^{m \times |C|}$, that transfers a low-level vector $x_c \in \mathbb{R}^{|C|}$ into an upper-level vector $x \in \mathbb{R}^m$ by the relation $x = Px_c$. We choose $P$ to be a zero-filling operator, which zeros the elements of $x$ that do not belong to $C$, while retaining the values of $x_c$ in the elements that do belong to $C$. We have found this simple approach to be effective, but more sophisticated choices of $P$ may be worthy of investigation for more general problems.

Next, we restrict (3) onto the atoms in $C$, or more generally, onto the range of $P$. That is, we substitute $Px_c$ for $x$ in the objective (3), and get the new problem:

$$\min_{x_c \in \mathbb{R}^{|C|}} F_c(x_c) = \min_{x_c \in \mathbb{R}^{|C|}} F(Px_c) = \min_{x_c \in \mathbb{R}^{|C|}} \frac{1}{2} \|Ap_{x_c} - y\|_2^2 + \mu \|Px_c\|_1,$$ (7)

which has only $|C|$ degrees of freedom. Since our $P$ is zero-filling, we have that $\|Px_c\|_1 = \|x_c\|_1$ holds for all $x_c$, and therefore we can write

$$\min_{x_c \in \mathbb{R}^{|C|}} F_c(x_c) = \min_{x_c \in \mathbb{R}^{|C|}} \frac{1}{2} \|A_c x_c - y\|_2^2 + \mu \|x_c\|_1,$$ (8)

where $A_c = AP$ is the reduced sub-dictionary of the upper-level dictionary $A$, with columns given by the columns of $A$ corresponding to the indices in $C$. Note that if $C$ contain the support of the true minimizer of (3), and (8) is solved exactly, then $Px_c$ is in fact a solution of (3). Furthermore, because this problem is similar to (3), we can recursively extend this two-level framework to multi levels.

B. Choosing the low-level variables

Our low-level definition above suggests that we need to select a subset of low-level variables, $C$, that is as likely as possible to contain the support of the true minimizer. Therefore, for choosing $C$ we use the approximate solution at the $k$-th iteration, $x^k$, which is the best one currently available. Let

$$\text{supp}(x) = \{i : x_i \neq 0\},$$
denote the support of any vector $x$. Then evidently, if $\text{supp}(x^k) \subseteq C$, then $x^k$ is in the range of $P$. Indeed, $x^k = Px_c$ where $x_c$ is the vector $x^k$ restricted to the indices in $C$. Therefore, we start by requiring $\text{supp}(x^k) \subseteq C$, so that by (7)-(8) we have that $F(x^k) = F_c(x_c)$ holds. This implies that the prolongation matrix $P$ changes during the iterations, depending on $x^k$.

Next, we decide on the additional atoms in $C$, besides those in $\text{supp}(x^k)$, aiming to limit its size to $|C| = [m/2]$ (this choice will be discussed later). If $|\text{supp}(x^k)| \geq [m/2]$, then we choose $C = \text{supp}(x^k)$. Otherwise (the common case) we add $[m/2] - |\text{supp}(x^k)|$ atoms that are currently not in $\text{supp}(x^k)$, and yet have a relatively good chance of being in the support of the true solution $x^*$. These correspond to atoms $i$ with a relatively large value of $|\alpha_i^T(Ax^k - y)|$, since including them in the support reduces the first term in the functional of (3) more significantly per given increase in the second term (see also Proposition 5 below). This rationale is commonly employed in existing “greedy algorithms” mentioned earlier. This leads to the following definition of $C$ at the $k$-th iteration:

$$C = \text{supp}(x^k) \cup \text{likely}(\kappa),$$

where $\kappa = \max\{[m/2] - |\text{supp}(x^k)|, 0\}$, likely(0) = $\emptyset$, and likely(\kappa) is the set of indices of the $\kappa$ largest elements in the likelihood vector $|A^T(Ax^k - y)|$.

C. Definition of the multi-level V-cycle

For solving (3), we repeat

$$x^{k+1} = \text{V-cycle}(A, x^k, y, \nu)$$ (9)

iteratively, until some convergence criterion is satisfied. The multilevel V-cycle() procedure, along with its parameters, is defined in Algorithm 1. The algorithm creates a reduced version of the problem (3) as described above, and then treats it recursively, yielding a hierarchy of smaller and smaller problems. The recursion is terminated (Step 3a) when one of the following happens. The common base case is when $|\text{supp}(x)| \geq [m/2]$—then we cannot reduce the problem further. In this case we choose $C = \text{supp}(x)$, and solve the problem (8) directly. The second base case is when the problem becomes sufficiently small and can be solved easily. In practice, we choose a minimal number of allowable columns $m_{min}$, and if $|C| < 2m_{min}$ then we process (8) directly rather than continuing recursively. (In our tests we use $m_{min} = 10$).

The algorithm uses iterated shrinkage methods as so-called “relaxations”—the usual name for the iterations employed within multilevel algorithms—carrying out $\nu$ such relaxations at each level ($\nu = 1$ in our tests). All shrinkage methods of the form (4), as well as most other shrinkage methods, can be incorporated into this multilevel approach.

In terms of cost, if we reduce the number of unknowns by a factor of two at each level ($|C| = [m/2]$), then the total cost of
A V-cycle (excluding the treatment of the lowest level) is only about twice the cost of \( \nu \) iterated shrinkage relaxations on the highest level. This means that, although we include a relatively large fraction of the atoms in the next low level, the cost of the entire V-cycle remains relatively small, possibly excluding a large fraction of the atoms in the next low level, the cost of the highest level. This means that, although we include a relatively large fraction of the atoms in the next low level, the cost of the entire V-cycle remains relatively small, possibly excluding the lowest level solution. The latter is a key component of our algorithm, and it will be discussed later.

Remark 1: As one can see, our algorithm can be readily applied when the columns of \( A \) can be easily extracted. This requires \( A \) to be given explicitly as a matrix, rather than a fast transform operator as in the Wavelet or DCT transforms. Such explicit dictionaries are mostly used in the context of "trained dictionaries", where they may be either sparse or dense; see [48], [49], [50], [51], [52], [53] and references therein. Furthermore, in many applications the dictionary \( A \) takes the form

\[
A = H \cdot B, \tag{10}
\]

where \( H \) is an operator that acts on the columns of the matrix \( B \) [35]. For example, in the image deblurring problem the operator \( H \) is a low-pass filter while \( B \) is the underlying dictionary. In this scenario, our algorithm is applicable if either \( H \) or \( B \) are given as explicit matrices, and the other is cheap to apply. In most cases, it is the matrix \( B \) which is explicit.

Remark 2: Algorithm 1 is a multilevel framework wrapped around a chosen iterative shrinkage (soft thresholding) method. In spirit, it bears some relation to accelerated iterative hard thresholding [19], [21] and subspace pursuit [14], [15] methods. However, the objectives, the techniques, and the available theoretical observations, are quite different. At the \( k \)-th iteration, these algorithms update the solution by minimizing \( \|Ax^k - y\|_2 \) with respect to a small subspace restricting the support of \( x^k \). This is similar to the lowest-level solution in Step 3a of our V-cycle, but with a different objective. In [14], [15], a sparse approximation with a small, fixed, support size is sought, and the selection of the atoms is done according to the largest elements in \( A^T(Ax^k - y) \). In [19], [21], the selection of atoms is done by iterative hard thresholding.

In our approach we target \( l_1 \) penalized problems, as opposed to \( l_0 \) penalized problems in [19], [21] and support-size constrained problems in [14], [15]. We use the likelihood criterion \( A^T(Ax - y) \) only to create a hierarchy of subspaces (low-level dictionaries), while the iterated shrinkage (relaxation) method is responsible for selecting the atoms assumed to belong to the support. We elaborate on this mechanism in the next section. Unlike these methods, the subspaces in our hierarchy are very large (until we get to the lowest level) and the problem we target at each level is non-quadratic, and is analogous to the fine-level problem.

### D. Theoretical Properties of the V-cycle

This section is devoted to theoretical performance observations regarding Algorithm 1. In some cases we refer to its two-level version, which differs from the original algorithm only in Step 3. There, the recursive call is replaced with an exact solution of the problem (8) on the second level, that is, the condition in Step 3 is removed and Step 3a is always performed.

In the following discussions we use the iteration specific notation \( x^k \) and the generic notation \( x \), depending on the context. Both relate to an approximate solution to (3). Also, as before, we denote a solution to the problem (3) by \( x^* \), and assume that it is a stationary point of any relaxation method.

By (7), together with supp(\( x^k \)) \( \subseteq \) \( C \), we can write

\[ F_c(x_c) = F(Px_c) = F_c(P^T x^k) = F(x^k), \quad (11) \]

from which the next two observations follow immediately.

**Proposition 1:** (Inter-level Correspondence.) Let \( x \) be an approximation to the minimizer of \( F \) in (3). Let \( z^* \) be a better approximation than \( x_c \) to the minimizer of the low-level problem (8), such that \( F_c(z^*) < F_c(x_c) \). Then \( F(Pz_c) < F(x) \).

**Proposition 2:** (Direct Solution.) If \( C \supseteq \text{supp}(x^*) \), then \( x^*_c = P^T x^* \) is a solution of the low-level problem (8), and the two-level Algorithm 1 solves problem (3) in one V-cycle.

Equation (11) relates the original problem (3) to any of the problems (8) on any level of the V-cycle. Let the original problem (3) define level 0, and let \( P_i \) be a prolongation from level \( i \) to level \( i - 1 \). Then (11) holds for \( F_c(x_c) \) on any level \( i \) together with the so-called "composite prolongation",

\[ P^T_i P_1 \cdot P_2 \cdots P_i, \quad (12) \]

that transfers from level \( i \) to level 0. Using \( P^T_i \), Proposition 1 holds for any level \( i \) of the V-cycle. The next corollary is an extension of Proposition 2 to the multilevel case, and its proof follows immediately from Proposition 2 using the composite prolongation (12).

**Corollary 1:** If \( \text{supp}(x) \supseteq \text{supp}(x^*) \) or \( C \supseteq \text{supp}(x^*) \) on the lowest level, then Algorithm 1 solves problem (3) in one V-cycle. Furthermore, \( x^* \) is a stationary point of Algorithm 1.

For the following propositions we use the notion of sub-gradients [24], \( \partial F(x) \), the sub-differential of \( F \), is a non-empty set of sub-gradients,

\[ \partial F(x) = \{ A^T(Ax - y) + \mu z : z \in A(x) \}, \quad (13) \]
where $A(x)$ is a set of all vectors $z \in \mathbb{R}^m$ whose elements satisfy
\begin{align}
    z_i = \text{sign}(x_i) & \quad \text{if } x_i \neq 0, \\
    z_i \in [-1, 1] & \quad \text{if } x_i = 0. 
\end{align}
\tag{14}

A vector $x^*$ is a minimizer of (3), if and only if $0 \in \partial F(x^*)$. That is, for all elements of $x^*$, if $x_j^* \neq 0$ then $a_j^T(Ax^* - y) + \mu \text{sign}(x_j^*) = 0$, and otherwise $|a_j^T(Ax^* - y)| \leq \mu$. Using this, we next show that the two-level algorithm does not stagnate.

**Proposition 3:** (No Stagnation.) If $C \not\supseteq \text{supp}(x^*)$, and $x = Px_c$ is the updated upper-level solution after Step 4 of the two-level Algorithm 1, then a single Iterated Shrinkage relaxation as in (4) on $x$ must cause at least one atom to be added to $\text{supp}(x)$.

**Proof:** Since $x_c$ is a minimizer of the low-level functional, then $0 \notin \partial F_c(x_c)$, and since $A_c$ is comprised of a subset of the columns of $A$, and $Ax = APx_c = A_c x_c$, then $0 \notin \partial F_c$ means that for all $j \in C$
\begin{align}
    a_j^T(Ax - y) + \mu \text{sign}(x_j) = 0 & \quad \text{if } x_j \neq 0, \\
    |a_j^T(Ax - y)| & \leq \mu \quad \text{if } x_j = 0. 
\end{align}
\tag{15}

Now, since $C \not\supseteq \text{supp}(x^*)$, then $x$ is not a minimizer of the upper-level functional, so $0 \notin \partial F(x)$. Therefore, there exists at least one variable $\ell \notin C$ for which $|a_\ell^T(Ax - y)| > \mu$. Since $x_\ell = 0$, then, according to (4), after one Iterated Shrinkage relaxation, index $\ell$ will enter the support of $x$.

From the last two propositions we can see the complementary roles of the relaxation and solution update in Algorithm 1. The relaxation is largely responsible for inserting the correct atoms into the support, while the solution update is mainly responsible for finding the optimal values of the variables that are in the support.

For the next proposition we define the term “memory-less monotonic iteration” (MLMI). An iterated shrinkage relaxation $T(x)$ is called MLMI if
\begin{equation}
    F(x) - F(T(x)) \geq K \cdot \min_{x \in A(x)} (\|\partial F(x)\|^2) \quad \forall x \in \mathbb{R}^m, 
\end{equation}
\tag{16}

where $K$ is a positive constant and $\partial F(x)$ is the sub-differential of $F$ defined in (13) and (14). This definition implies that every iteration of $T(x)$ reduces the functional $F(x)$ in (3) at worst proportionally to the size of $\min_{x \in A(x)} (\|\partial F(x)\|^2)$. For example, one such method is SSF [28], which was shown to be both MLMI and convergent under some conditions (see Appendix B in [31]). We next prove an auxiliary Lemma that will help us to show that Algorithm 1 is convergent under suitable conditions.

**Lemma 1:** (Monotonicity.) Assume that Algorithm 1 is used together with $\nu > 0$ MLMI relaxations $T$, and is applied on $x$. Let $Q(x)$ be the solution update in Step 4 of Algorithm 1 on level 0. Then $F(x) \geq F(Q(x))$.

**Proof:** The proof follows from Equation (11), which holds for any level $i$ via the corresponding composite prolongation (12). Since an exact minimization is performed on the lowest level, and since the relaxations that are used on each level are MLMI, the values of consecutive low-level functionals $F_c$ cannot increase as we traverse the V-cycle hierarchy.

We now show that Algorithm 1 is convergent under suitable conditions, following the idea of the convergence proof of SSF in [31].

**Proposition 4:** (Convergence.) Assume that the level set $\mathcal{R} = \{x : F(x) \leq F(x^0)\}$ is compact. Also, assume that Algorithm 1 is applied with $\nu > 0$ MLMI relaxations $T$. Let $\{x_k\}$ be a series of points produced by Algorithm 1, i.e., $x_{k+1} = \text{V-cycle}(A, x_k, y, \nu)$, starting from an initial guess $x^0$. Then any limit point $x^*$ of the sequence $\{x_k\}$ is a stationary point of $F$ in (3), i.e., $0 \in \partial F(x^*)$, and $F(x^*)$ converges to $F(x^*)$.

**Proof:** We start by showing that the series $\{F(x_k)\}$ is monotonically decreasing. By Lemma 1 we have that $F(x_k) \geq F(Q(x_k))$ where $Q(x_k)$ is the solution update on level 0. Then, following the algorithm, we apply $\nu$ relaxations on $Q(x_k)$. By (16), and $\nu > 0$, we can bound
\begin{equation}
    F(x_k) - F(x_{k+1}) \geq F(x_k) - F(T(Q(x_k))) \geq F(Q(x_k)) - F(T(Q(x_k))) \geq K \min_{x \in A(x)} (\|\partial F(x)\|)^2, 
\end{equation}
\tag{17}

which implies that $\{F(x_k)\}$ is monotonically decreasing.

Since the functional $F$ in (3) is non-negative, then it is bounded from below, and hence the series $\{F(x_k)\}$ converges to a limit. Because the level set $\mathcal{R}$ is compact by assumption, we have that $\{x_k\}$ is bounded in $\mathcal{R}$, and therefore there exists a sub-series $\{x_{k_n}\}$ converging to a limit point $x^*$.

Assume to the contrary that $x^*$ is not stationary, i.e., $0 \notin \partial F(x^*)$. It is known that $\partial F(x)$ is always a non-empty convex compact set, which means that $\min_{x \in A(x)} (\|\partial F(x)\|)$ always exists. That, together with $0 \notin \partial F(x^*)$ ensures that $\min_{x \in A(x)} (\|\partial F(x)\|) > 0$. Denote $\min_{x \in A(x)} (\|\partial F(x)\|) = \epsilon$. Since $x_{k_n} \rightarrow x^*$, then there are infinitely many $k_n$’s satisfying $\min_{x \in A(x)} (\|\partial F(x_{k_n})\|) = \epsilon$. By (17) we have infinitely many $k_n$’s satisfying
\begin{equation}
    F(x_{k_n}) - F(x_{k_n+1}) \geq K \cdot \epsilon^2, 
\end{equation}
\tag{18}

which contradicts the fact that $F$ is bounded from below. This shows that the point $x^*$ is stationary. Since $F$ is continuous, $x_{k_n} \rightarrow x^*$ yields $F(x_{k_n}) \rightarrow F(x^*)$. The limit of $\{F(x_k)\}$ equals to that of any of its sub-series, specifically $\{F(x_{k_n})\}$, and thus $F(x^*) \rightarrow F(x^*)$.

The next proposition justifies our criterion for the choice of the set $C$ of atoms comprising the low level. This result is in the spirit of thresholding algorithms, as well as other greedy algorithms, which apply the same approach for selecting the support [24].

**Proposition 5:** (C-Selection Guarantee.) Without loss of generality, assume that the columns of $A$ are normalized such that $\text{diag}(A^T A) = 1$, and then let $\delta$ be the so-called mutual coherence of the dictionary $A$, defined by
\begin{equation}
    \delta = \max_{i \neq j} (|a_i^T a_j|). 
\end{equation}

Let $x^*$ and $x$ be the solution and the approximate solution at the time $C$ is chosen, respectively, and let $\epsilon = x^* - x$ be the current error. Let $i$ be an index satisfying $i \in \text{supp}(x^*)$ and $i \notin \text{supp}(x)$. Then, so long as $|C| > |\text{supp}(x)|$, index $i$
is guaranteed to be included in the set $C$ prior to any index
$\ell \notin \text{supp}(x) \cup \text{supp}(x^*)$ if
$$|x_\ell^*| \geq \frac{2\delta}{1+\delta} \|e\|_1.$$  \hfill (19)

Proof: The choice of $C$ is based on the likelihood measure. We derive a condition that guarantees that index $i$ be
included in $C$ prior to any index $\ell$ not belonging to $\text{supp}(x^*)$, i.e.,
$$|a_{i}^T (Ax^* - y)| > |a_{i}^T (Ax - y)| \quad \text{(20)}$$
for any $\ell \notin \text{supp}(x) \cup \text{supp}(x^*)$. To this end, we bound the
left-hand side of (20) from below and the right-hand side from
above, obtaining the condition (19).

Since $i \in \text{supp}(x^*)$ and $0 \in \partial F(x^*)$, then $a_{i}^T (Ax^* - y) + 
\mu \text{sign}(x_i^*)$ is equal to zero and may be subtracted from or
added to the left-hand side of (20) yielding
$$|a_{i}^T (Ax - y)| = |a_{i}^T Ax + \mu \text{sign}(x_i^*)| = \sum_{j \neq i} (a_{i}^T a_j) e_j + e_i + \mu \text{sign}(x_i^*),$$
where we have used the fact that the dictionary columns are
normalized, $a_{i}^T a_i = 1$. Observe that $e_i = x_i^*$ because $i \notin
\text{supp}(x)$. Using this, the triangle inequality $|a + b| \geq |a| - |b|$, the
fact that $x_i^*$ and $\mu \text{sign}(x_i^*)$ have the same sign, and the
definition of mutual coherence, we obtain
$$|a_{i}^T (Ax - y)| \geq |x_i^*| + \mu - \delta \sum_{j \neq i} |e_j| = |x_i^*|(1 + \delta) + \mu - \delta \|e\|_1.$$  \hfill (22)

Next, we bound from above the right hand side of (20). Since
$\ell \notin \text{supp}(x^*)$, there exists a scalar $z \in [-1,1]$ for which
$a_{\ell}^T (Ax^* - y) + \mu z$ is equal to zero and may be subtracted
from or added to the right-hand-side. Therefore,
$$|a_{\ell}^T (Ax - y)| = |a_{\ell}^T Ax + \mu z| \leq \delta \|e\|_1 + \mu, \quad \text{(23)}$$
where the last inequality uses $e_\ell = 0$. Comparing the bounds
(22) and (23), we obtain that $\mu$ drops out and the condition
(20) is guaranteed if (19) is satisfied.

This proposition implies that if the dictionary $A$ is far
from being degenerate, i.e., $\delta \ll 1$, then, as our approximate
solution gets better, any atom that contributes significantly to
the solution is guaranteed to be chosen to the low-level set $C$.

E. Treatment of the lowest level

One key component of our algorithm is the treatment of the
lowest-level problem, whose dimension is typically the size of
the current support. Assuming that in the lowest level of a
V-cycle, $x_c$ is dense and of length $|C|$, the cost of the shrinkage
iterations (relaxations) discussed above is $O(|n||C|)$ operations
each. Therefore, applying many relaxations for solving the
lowest-level problem may be costly. Moreover, although the
solution $x^*$ is normally sparse, there is no such guarantee for
$x$ throughout the entire solution process. An exact solution
might be wasteful if $x$ is too dense or if $C \supset \text{supp}(x^*)$.

Following the above reasoning, we limit the number of
relaxations done on the lowest level to balance between cost
and efficiency of the V-cycle. We aim to apply relaxations only
until we increase the accuracy of $x_c$ by some order of
magnitude compared to the initial $x_c$ on that lowest level.
More specifically, we apply relaxations until the value of the
expression $\|x_c - S_c(x_c + A_c^T(y - Ax_c))\|$ becomes 10 times
smaller than it is initially on the lowest level. We found that
this ratio balances well between the cost and efficiency of the
V-cycles.

In addition, we explicitly limit the number of iterations
proportionally to the cost ratio between a highest level re-
relaxation and the lowest level relaxation, i.e., $\frac{m}{\nu}$. Thus, the
cost of the lowest-level solution will not exceed the cost of
several high-level relaxations. In our tests, we apply at most $5\frac{m}{\nu}$
relaxations which cost roughly the same as 10 high
level relaxations.

F. A gradual initialization—“full multilevel cycle”

Our strategy aims at limiting the support of $x$ throughout the
solution process, thus saving unnecessary computations. The
key problem is that if we initialize the solution process with
$x = 0$, and do a shrinkage iteration of the form (4), then
many atoms will enter the support because of the rather large
residual. This might happen with most shrinkage methods. Our
way to prevent this from happening is to start our solution
process from the bottom, instead of the top. That is, initialize
$x = 0$, choose a small set of atoms that are most likely to be in
supp$(x^*)$ (as in section III-B), and solve the reduced problem
(8). Then, gradually enlarge the relevant set of columns, and
apply a V-cycle for each level. This strategy, together with
the exact solution of the lowest-level problem, is expected to
maintain a sparse $x$ throughout the solution process. Figure
1 and Algorithm 2 describe this approach. A similar strategy
is used in multigrid methods and is called a “full multigrid
algorithm” (FMG) [43]. The input parameters for Algorithm
2 are identical to those of Algorithm 1.

Algorithm: F-cycle($A, x, y, \nu$)
1) Choose $C = \text{likely}(\lfloor m/2 \rfloor)$ and define $P$.
2) Define $A_c = AP$ and restrict $x_c = P^T x$.
3) If $|C| < 2m_{\text{min}}$, solve the problem (8).
   Else $x_c \leftarrow \text{F-cycle}(A_c, x_c, y, \nu)$ % Recursive call
4) Prolong solution: $x_c \leftarrow P \circ x_c$.
5) Apply $\nu$ relaxations: $x \leftarrow \text{Relax}(A, x, y)$.

Algorithm 2: Full multilevel cycle initialization.

Fig. 1. Full multilevel cycle initialization.  
'\text{\landmark}' refers to choosing $C$ and reducing the problem, '\text{\landmark}' refers to performing
a lowest-level solve, '\text{\landmark}' refers to prolonging the solution, and '•' refers to
applying $\nu$ relaxations.
G. A note on implementation

Algorithm 1 is presented in a rather symbolic way. In practice, we do not explicitly construct either the prolongations $P$ or the low-level operators $A_x$. Instead, we use a single vector $x$ and at low levels we address only the indices of $x$ belonging to that level. This saves the need to store and extract the dynamic hierarchy of low-level matrices which usually changes from one V-cycle to the next. This also lets us apply multiple-point methods (such as SESOP, CG and TwIST) on consecutive approximations from different levels (i.e., while traversing up the V-cycle). This approach, however, requires the ability to efficiently multiply a vector $A^T x$ using $A$ and the subset $C$ (in $n|C|$ operations). Similarly, since $x$ is sparse, for all the methods we compute $Ax$ while ignoring the zero entries of $x$ (i.e., in $n\|x\|_0$ operations). In MATLAB, for example, the latter can be achieved by storing $x$ in a sparse data structure, but the former needs to be programmed manually.

In our multilevel algorithm, we do not perform any significant computations besides the relaxations and lowest-level solution. Most importantly, we do not calculate the likelihood vector $A^T (Ax - y)$ for choosing $C$. Instead, we use the likelihood vector that corresponds to $x$ before the last relaxation, which is calculated inside that relaxation as a by-product. We assume that the slight change in the likelihood vector as a result of the relaxations does not justify the extra computational cost.

IV. Numerical Results

In this section we compare the performance of several known shrinkage methods to our multilevel framework. We run the shrinkage iterations until the method-independent condition,

$$\|x - S_\mu(A^T(y - Ax))\|/\|x\| < 10^{-5},$$

is satisfied. This condition is taken from [54] and is related to the size of $\min_{x \in A(x)} \|\|\partial F(x)\|\|$. We do not require extreme accuracy because our aim is only to discover the support of the minimizer for the reason described in Section II. In practice, all solutions achieved by all algorithms in our tests correspond to functional values which are identical up to several significant digits and have an essentially identical support size, which justifies this convergence criterion. Once this convergence criterion is satisfied, a debiasing phase is performed, where the norm $\|Ax - y\|_2$ is minimized with respect only to the non-zeros in the minimizer of (3).

The “one-level” methods that we show in our comparison include Coordinate Descent (CD) [39], [40]; Parallel Coordinate Descent (PCD) [30], [31], [35]; acceleration of PCD by SESOP [31], [35] and non-linear CG as described above (denoted by SESOP1 and CG, respectively); we also test GPSR-Basic (GPSR) and GPSR-BB (non-monotone) [36], TwIST [32] and SpaRSA (monotone, BB variant) [38].

For PCD, CG, and SESOP, we used the exact linesearch procedure of [34]. We also accelerated CD by a linesearch, seeking a parameter $\alpha \geq 1$ as in (5). We denote this method by CD$^+$.

Within our multilevel framework we use CD$^+$ and CG. These are used both as relaxations and lowest-level solvers, and are denoted by ML-CD and ML-CG respectively. In some cases, we show our multilevel framework with CD$^+$ as a relaxation and CG-PCD as a low-level solver, and denote this option by ML-CD/CG.

For the methods of GPSR, SpaRSA, and TwIST, we used the default parameters suggested in the original papers and adapted the authors’ MATLAB software for our tests. All the rest of the methods are implemented in MATLAB with certain procedures in the mex framework, including the linesearch, CD iteration, $Ax$ and $A^T y$ matrix multiplications. The matrix-vector multiplications in mex were also parallelized using the OpenMP library, which enhanced their calculation timings so that they are comparable to MATLAB’s internal parallelization. Our parallel implementation of CD was not as fruitful because CD is sequential.

We perform four synthetic experiments using dense explicit dictionaries. In each of these we first generate a random, normally distributed dictionary,

$$A \in \mathbb{R}^{n \times m} \text{ s.t } a_{ij} \sim N(0, 1),$$

and normalize its columns. Following this, we uniformly generate a support $S_0$ from all possible supports of size $[0.1n]$. Then, a vector $s_0$ is generated with normally distributed values in the indices corresponding to $S_0$ and zeros elsewhere and a clean signal is generated by $A s_0$, normalized such that $\|A s_0\|_\infty = 1$. Next, we add random Gaussian noise obtaining the noisy signal,

$$y = A s_0 + n,$$

with $n \sim N(0, \sigma^2 I)$. In all our experiments we set the noise level to $\sigma = 0.02$. Because our experiments are randomly generated, each one is repeated 15 times, and the results are averaged and rounded. As in [54], our aim is only to examine the cost of computing the solution of (3), and not to measure the relation of its minimizer to the original sparse vector $s_0$ used to generate $y$.

The description above relates to our first experiment. A similar matrix is used in [54], [35], denoted by $K^{(2)}$. In the second experiment, taken from [55], the elements of $A$ in (25) are replaced by $\pm 1$ according to their signs, and the columns are normalized.

In the third experiment, we manipulate the singular values of $A$ in (25) to make it highly ill-conditioned, with a condition-number of about $10^{10}$. As before, we finalize the generation of the dictionary by normalizing its columns. A similar example is used in [54], [35], denoted by $K^{(4)}$. Figure 2 shows an example of the singular values of a dictionary $A$.

![Fig. 2. The singular values of the matrix $A$ with $n = 512$](image-url)
In the fourth experiment we use a matrix that is similar to the $K^{(3)}$ matrix in [54]. The aim is to construct a matrix that is problematic for our solvers, even though it is well-conditioned. The construction is as follows: Let $U_1^T \Sigma_1 V_1^T$ be the SVD decomposition of $A$ in (25) (after normalizing its columns). Let $A_1$ be the sub-matrix of $A$ comprised of its first $\lceil 0.55m \rceil$ columns. Let $v$ be the last column of $A_1$. Define: $A_2 = [A_1 | v1^T + 0.05B]$, where $I$ is a vector of all ones, and $B$ is a random matrix of size $n \times (m - \lceil 0.55m \rceil)$ like (25), with normalized columns. Let $U_2 \Sigma_2 V_2^T$ be the SVD decomposition of $A_2$, and then define the final matrix $A$ for this experiment as $U_2 \Sigma_1 V_2^T$. This matrix has the favorable spectrum of (25) and the problematic singular vectors of $A_2$.

In the tables below, each test is described by two numbers: the mean number of iterations—relaxations or V-cycles—and (in brackets) the number of work-units. Each work-unit stands for $mn$ floating point multiplications. We show these work-units in order to compare the multilevel method, that requires only a few albeit expensive cycles, with the shrinkage methods, that require many cheap iterations. We count all the operations preformed in all the algorithms. We note that the two most significant operations are

1) Multiplying $A^T y$—costs $mn$ operations, (a single work-unit). Multiplying $A^T x$ costs $n|C|$ operations.

2) Multiplying $Ax$—costs $n\|x\|_0$ with $\|x\|_0$ as in (1).

Similarly, multiplying $A^T x$ costs $n\|x\|_0$ operations.

For some of the runs (with the largest $n = 2048$) we also show the average solution time measured by MATLAB’s `tic` and `toc` mechanism. We note, however, that such timings depend on many variables that are not algorithmic (MATLAB compilation and parallel procedures, cache usage, memory usage, indexing etc.). The experiments were performed using MATLAB R2011b on a machine with an Intel core i7 quad-core CPU with 8 GB of RAM memory, running Windows 7.

The tables contain three parts. The upper section shows the influence of $n$, the middle part shows the influence of $m$, and the lower part shows the influence of $\mu$. We use multilevel V-cycles with only one relaxation applied in each level ($\nu = 1$). The multilevel process is initialized with a single full multilevel cycle (Algorithm 2) starting from $x = 0$. The one-level methods (excluding CD$^+$) are initially accelerated by the warm-start (or continuation) strategy of [38] with parameter $\xi = 0.3$. The tables also show the support size of the minimizer, $\|x^*\|_0$, and improvement in signal-to-noise ratio defined as

$$\text{ISNR} = 10 \log_{10} \left( \frac{\|A_0 x - y\|_2^2}{\|A_0 x - Ax^*\|_2^2} \right),$$

that was achieved after the debiasing phase. Here, $A_0$ is the clean signal used in (26) to generate $y$. The higher this value is, the better is the denoised reconstruction. As noted above, the $\|x^*\|_0$ and ISNR measures are both almost identical for all the convergent algorithms.

A. Experiment 1: Well-conditioned random $A$  

Table I summarizes the results for the first problem. Because $A$ is such that every one of its sub-matrices is well-conditioned, we find that all methods perform relatively well. For all the one-level results, the cost in work-units is similar to the number of iterations, implying that most of the work in each iteration is spent on computing $A^T r$ (which costs 1 work-unit). The second significant operation in terms of cost is the multiplication $Ax$, which is performed in $n\|x\|_0$ operations (approximately $\frac{\|x\|_0}{m}$ work units). Most one-level methods are comparable in their performance (iterations and timings), with an edge to CD$^+$ (CD + linesearch). However, CD requires each column of $A$ separately, which is problematic in terms of parallelization and handling composite dictionaries as in (10). SESOP1, which does not appear in the table, performs similarly to CG.

The multilevel acceleration for CG reduces the solution work-units by up to 50% or so compared to CG, while with CD$^+$ the multilevel speedup is only about 20%. In terms of timings, our implementation of ML has some overhead, therefore, the timings show a slightly smaller advantage than the work-units. In that respect, the cost per iteration of CD$^+$ is higher than that of the others due to the lack of efficient parallelization.

The values of the ISNR measures show that the noise level is indeed reduced in these experiments. The ISNR values in the lower section of the table show that if we choose $\mu$ too low, then the efficiency of the reconstruction decreases.

B. Experiment 2: Random $\pm 1$ entries

Table II summarizes the results for the second problem, which involves a matrix with random $\pm 1$ entries. Although $A$ is random as in the previous problem, it is clear that this problem is more challenging, as all the methods require more iterations to converge.

Unlike the previous case, the CD$^+$ method does not have an advantage over the rest of the one-level methods in terms of iterations and work-units. The PCD and SESOP1 methods (omitted from the table) exhibit performance similar to SpaRSA and CG, respectively; GPSR-BB was outperformed by GPSR and TwIST in this test case.

The multilevel acceleration significantly improves the performance of CD$^+$, while it only slightly accelerates CG. This is partly a result of an increased support of $x$ during the course of the iterations. Applying ML-CD/CG (which uses CD instead of CG as a relaxation) overcomes this and improves the performance of ML. In terms of timings ML-CD/CG is clearly the favorite. The ISNR measures for this test case are similar to those of the previous one.

C. Experiment 3: ill-conditioned $A$

In this experiment we use the matrix $A$ with the manipulated singular values. Most sub-matrices of $A$ are also ill-conditioned, but not necessarily with a similar condition number.

Regarding the one-level methods, again, Table III shows that the CD$^+$ method is more effective than the rest of the one-level methods. The PCD and GPSR methods (not shown) did not converge after 4000 iteration and were outperformed by the rest of the methods. The ‘—’ sign indicates that convergence was not reached after 3000 iterations in most of the tests.
In the previous two cases, indicating that the noise reduction is about 15%-25% of the cost of the 1L methods in terms of the solution, compared to the true support becomes a much harder task. Furthermore, finding the $\mu$ where different values of $m$ are used, one can see the loss of scalability of the methods with respect to the support size. Asymptotically, bigger supports yield bigger effective matrices and also a bigger condition number. Furthermore, finding the true support becomes a much harder task.

The values of ISNR for this test case are lower than those in the previous two cases, indicating that the noise reduction using the $l_1$ regularization is somewhat less effective for this ill-conditioned dictionary.

**D. Experiment 4: well-conditioned A with similar columns**

Our last experiment involves a matrix $A$ that consists of two types of columns: those that belong to the random part ($A_1$), and those that belong to the other, replicated part. If the support of the true solution has only columns from $A_1$, the effective matrix $A_S$ is well-conditioned and the solvers handle it well. However, if the support has columns from both sections, then $A_S$ is most likely ill-conditioned even though $A$ is not.

Table IV shows the results for this problem. Again, as in the second test case, $CD^+$ has no advantage over the rest of the one-level methods. Because the support sub-matrix $A_S$ is ill-conditioned, the CG and SESOP methods outperform the rest of the one-level methods. This corresponds to CG outperforming all one-point iterations for quadratic problems. The results of PCD (omitted) are similar to those of GPSR. GPSR-BB and TwIST were outperformed by all the other methods.
Here we have an interesting case for the multilevel approach. As the CD iteration is not very efficient, neither is the lowest-level solution of ML-CD. Because we limit the number of iterations on the lowest levels, the ML-CD method requires a few more cycles to converge. Compared to that, we see that ML-CD/CG outperforms the other ML options, showing that the CD iteration is better than CG as a relaxation even though it is far inferior as a solver.

Again, the values of ISNR for this test case are relatively low, but other choices of μ lead to lower values of ISNR. That is, the noise is reduced as effectively as possible via the solution of (3).

### E. Discussion

The multilevel approach enhances the performance of one-level shrinkage iterations in almost all our tests. We note that any iterated shrinkage method can be incorporated in our ML framework. Generally, the best option that we found is ML-CG (ML with CD as relaxation and CG as lowest-level solver). That is because the CD iteration updates the entries $x_i$ one by one and updates the residual accordingly, so it does not have a tendency to fill $x$ with a large number of non-zeros which would harm the efficiency of ML. CG, on the other hand, is generally better at handling ill-conditioned matrices and therefore it is a more robust lowest-level solver.

The one-level methods that we tested behaved differently in the different problems. Overall, the best results were obtained by CD, CG, SESOP1 and SpaRSA. On top of the disadvantages of CD mentioned earlier (evident in its timings), it may struggle when the effective sub-matrix $A_S$ is ill-conditioned.

### V. Conclusions and future research

A multilevel approach is introduced for the solution of (3) when the matrix $A$ is given explicitly. The new method takes advantage of the typically sparse representation of the signal by gradually ignoring ostensibly irrelevant data from the overcomplete dictionary. This approach significantly accelerates the performance of existing iterated shrinkage methods as well as their accelerated versions. The biggest advantage is gained when the solution is indeed sparse and the problem is effectively ill-conditioned ($A_S$ ill-conditioned). Also, in most of our numerical tests, the multilevel approach reduced the required number of iterations dramatically. We expect significant further gains as more efficient methods are developed for the dense lowest-level problem.

A challenging future research direction may target a multilevel approach for fast operator dictionaries, where the low-level dictionary is chosen as a smaller version of the upper-level fast operator. Such an approach is used in the so-called geometric multigrid [43]. The key question in this research is how to define the transfer operators so that the solution updates significantly enhance the convergence of the relaxation methods.
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