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Abstract
This research studies the effect of language orthographic characteristics on the performance of digital word recognition in degraded documents such as historical documents. We provide a rigorous scheme for quantifying the statistical influence of the orthographic characteristics on the quality of word recognition in such documents. We study and compare several orthographic characteristics for four natural languages and measure the effect of each individual characteristic on the digital word recognition process. To this end, we create synthetic languages, for which all characteristics, except the one we examine, are identical, and measure the performance of two word recognition algorithms on synthetic documents of these languages. We examine and summarize the influence of the values of each characteristic on the performance of these word recognition methods.

1 Introduction

Research in digital script recognition could be classified to two main approaches: segmentation-based and segmentation-free recognition. The segmentation-based approach segments an input word into individual characters, which are then recognized and combined to identify the input word. The segmentation-free approach (the holistic approach) recognizes a whole word without segmenting it (opposed to classical Optical Character Recognition (OCR)). Recently, the holistic approach for digital word recognition has been attracting more interest and has become widely accepted in the handwriting recognition research community, e.g. Plamondon and Guerfali (1996), Plamondon and Srihari (2000), Gatos et al. (2005), Biadsy et al. (2006), Zagoris et al. (2006). This approach has been adapted for word recognition of historical documents which usually suffer from high level of degradation (Lavrenko et al., 2004; Rath and Manmatha, 2007).

In the holistic approach, the quality of the results depends on characteristics of the language. For example, a word for which there are many words with similar characters and length in the lexicon, may have a higher chance of being misclassified. Such an observation calls for examining the relation between language characteristics and the quality of automatic word recognition. The influence of several language orthographic characteristics on visual word recognition has been studied in the domain of cognitive psychology perception (Richards and Heller, 1976; Coltheart et al., 1977; Andrews, 1989, 1992, 1997; Grainger, 1990; Perea and Rosa, 2000; New et al., 2006). In this research, we explore the influence of these characteristics on automatic word recognition for low quality and degraded documents, such as historical documents.

We examine the following orthographic characteristics: word length, word orthographic neighborhood, and distribution of ascenders and descenders among text characters. Intuitively, these
characteristics statistically influence the quality of holistic recognition methods. Here we provide a rigorous scheme for measuring and validating this intuition.

We start with learning the behavior of these characteristics in natural languages, by gathering text documents in English, Hebrew, Arabic, and Russian and analyzing the distribution of these characteristics in them.

To isolate the effect of a specific characteristic, we generate synthetic languages where all characteristics are identical except the one we examine. Then we produce document images for these languages, apply word recognition algorithms, and analyze the relations between each language characteristic and the performance of the recognition. We simulate degraded documents by adding random noise to the synthetically generated documents in a controlled manner.

The analysis of the relationship between language characteristics and the performance of recognition algorithms can determine the suitable recognition approach for a given language, and simplify the utilization of existing techniques. This is useful in the research of degraded documents in different languages. Here we examine two approaches for word spotting (recognition): dynamic time warping (DTW) offered by Rath and Manmatha (2003b) and gradient-based binary features (GSC) used in Zhang et al. (2004).

The article is organized as follows. In Section 2, we outline related work. In Section 3, we present the language characteristics and review their effect on human word recognition as reported in works in psychology and cognitive research. In Section 4, we show the distribution of these characteristics for several natural languages. Section 5 measures the influence of each characteristic on word recognition, using the synthetically generated languages and degraded documents. Finally we draw conclusions in Section 6.

2 Related Work

The relation between language characteristics and word recognition has attracted the interest of researchers in the field of psychology and cognitive research. The orthographic similarity (orthographic neighborhood) was shown to affect human performance of word recognition, e.g. Grainger (1990), Andrews (1992, 1997), Perea and Rosa (2000). The commonly used definition for word neighborhood was introduced by Coltheart et al. (1977) as the set of words that can be received by replacing a single letter in the original word. Recently, a more flexible definition was suggested, which is based on Levenshtein’s string distance metric (Levenshtein, 1966; Yarkoni et al., 2008).

The new method takes into account letter replacement, but also insertion and deletion. Word length has also been shown to have influence on visual word recognition (Richards and Heller, 1976; New et al., 2006).

The segmentation-free holistic approach to script recognition has become more popular in recent years, e.g. Madhvanath and Govindaraju (2001). This approach has been adapted for word recognition of historical documents, which usually suffer from high level of degradation (Lavrenko et al., 2004). Spitz (1999) makes use of the presence of ascending and descending letters for both recognition and for language identification (Spitz, 1997). Some work has been done on image quality measurement and OCR result prediction, e.g. Esakov et al. (1994); Blando et al. (1995); Ye et al. (2012); Salah et al. (2013), but these mostly focus on OCR while our work deals with holistic word recognition.

3 Natural Language Characteristics

Below we present the language characteristics we use and our hypotheses on their influence on the performance of word recognition. The characteristics we examine are word length, orthographic neighborhood, distribution of ascenders and descenders. In a preliminary stage we examined a number of possible characteristics and decided to focus on the characteristics above due to their high influence on the structural shape of words. Throughout the research article, we use the same characteristics for all the examined languages (as described below).
3.1 Word length
We expect word recognition algorithms to perform better in languages with longer words. We consider the averages of word length in the languages as an orthographic characteristic.

3.2 Orthographic neighborhood
This characteristic aims to measure orthographic distribution of words in the language. The assumption is that low orthographic distance between words is manifested in small distance between word images which contributes to lower recognition rates. An accepted measure for this is the orthographic neighborhood. In this article, we use Levenshtein distance for determining the orthographic neighborhood. We take the average neighborhood size over all language words as a representative measure.

3.3 Ascenders and descenders
An important aspect that has high impact on the quality of word recognition is the graphical properties of the character set. We focus on ascenders and descenders. Graphically a handwritten line has a lower baseline and an upper baseline, between which most letters are written. Some letters exceed these baselines. Those that exceed the upper baseline are called ascenders (e.g., b, d). The ones that exceed the lower baseline are called descenders (e.g., g, q). Ascenders and descenders influence dramatically the outer shape of the word’s image, therefore, might effect word recognition. Several approaches use the presence of ascenders and descenders for recognition and language identification, but to the best of our knowledge, no work has been done to quantify this influence.

4 Distribution of Orthographic Characteristics in Natural Languages
Here we analyze the behavior of the characteristics described above in several natural languages. We collected a corpus of books in four different languages: English, Russian, Hebrew, and Arabic. The books we used were a random collection of prose books in text format (some of which were—Adventures of Huckleberry Finn, Crime and Punishment, and variety of short stories which were available in several languages). We processed the text by extracting distinct words and building a dictionary for each language. We prefer collecting word statistics from documents and not from dictionaries in order to get a better representation of frequently used words and to ignore rare and unused words. For each of the languages, our database contains about 18,000 unique words.

4.1 Word average length
Figure 1 shows that both English and Russian have on average longer words than Hebrew and Arabic and a wider spread of word lengths. The graph in Figure 1 illustrates the distribution of word length by showing the percentage of words, for each length over all words in the corpus. It shows substantial differences among the examined languages.

4.2 Word orthographic neighborhood
To evaluate the orthographic density of the words in each language, we calculate for each word in a language the number of its neighbors (within the corpus). The graph in Figure 2 shows for each language the percentage of words having a specific neighbor count (the x-axis). As can be seen, in English and Russian the main mass of words concentrates in the lower values of neighbors per word, while Hebrew and Arabic spread also over higher values of neighbors.

![Fig. 1 Distribution of word length per language—percentage of words per word length](image)
4.3 Ascending and descending letters

To measure the distribution of ascending and descending letters, we define ascender and descender configuration. Each configuration is represented by a sequence of letter types (ascending/descending/none). Each word matches some configuration. For example the word 'dog' will match the configuration ascend-none-descend. For each language, we compute how many words are in a given configuration set. In Table 1 we present the average size of the configuration sets in each language. A configuration is considered empty for a language if the language does not contain any words of that configuration. We expect languages with many small non-empty configuration sets to have more graphical diversity in words' general shapes and therefore to have an advantage in word recognition.

4.4 Summary of the results for the characteristics on the four natural languages

As seen above there are substantial differences in the values of the checked characteristics amongst the languages. In general, English and Russian have longer words and lower number of neighbors per word than Hebrew and Arabic. As to ascender and descender distributions, Hebrew words have the lowest diversity, and English has the widest spread among the examined languages.

5 Experimental Evaluation

In previous sections, we listed several natural language characteristics which we conjecture influence the quality of word recognition. We measured some of these characteristics on corpora of four natural languages and found out that there are substantial differences between these characteristics among different languages. Yet, we have not given any estimation or measurement as to the influence of each of these characteristics on word recognition. Using real documents in different languages does not enable the isolation of the effect of each characteristic. To measure the impact of a certain characteristic of natural languages, we generated a set of synthetic languages, based on the English alphabet and similar in every characteristic but the examined one. For the examined characteristic, the languages have different values. For each language we generate documents, perform word spotting, evaluate the results and compare their accuracy. Because the generated languages and documents are similar in every aspect except the examined characteristic, a distinctive and stable variance in test results would be confidently assigned to the examined characteristic.

On clean, high quality, synthetic documents we would receive near perfect word recognition results regardless of the values of the language characteristics. Therefore, we added noise to the documents to create variance in the quality of test results. We used few different combinations of degradation types and levels such as simple random Gaussian and salt & pepper noise, and Kanungo’s degradation model (Kanungo et al., 1993). In all experiments,
the reaction to change in the characteristics was similar across different types of degradations. The results provided are the averages over the used degradation models. Example of the generated noise is shown in Figure 3. The degradation models’ parametrization was adjusted to receive mediocre recognition results, and stayed constant throughout all experiments. Among the many available approaches for word recognition, we chose to start with DTW based approach, presented by Rath and Manmatha (2003b) with the combination of profile features from Rath and Manmatha (2003a), and the GSC method (Zhang et al., 2004).

5.1 Evaluation of the word spotting

As part of document generation, we construct a ground truth data base on which we test our recognition results. Using both word recognition methods, we retrieve all the occurrences of each word in the corpus from the generated documents. The overall performance for a given method on a given language is the average F-Measure for all the retrieved words.

5.2 The testing system

We have built a testing system that runs sets of tests. Each set is composed of tests with similar languages which differ only in the examined characteristic. The process for one test includes creation of a language and a noised document in this language, running two word recognition methods, and evaluating the recognition results for both. The whole process of running a test set is automatic, and can be run several times in order to increase the reliability of the results. Test specifications and test results are written to a data base, enabling fast creation of new tests and easy access to test results. The testing software is very robust and enables conducting tests on other characteristics in the future.

5.3 Stability calibration

The process of data generation includes many random elements such as word generation in the synthetic language dictionary, word selection for the synthetic document, and degrading the document. A set of predefined rules and parameters control these random elements, yet they have some influence on the results. The larger the volume of text in the test, the smaller the effect of the random elements is on the results. Therefore, we had to find the sufficient size of tested documents in order to reduce the random factor in the results. We ran the system on inputs consisting of a growing number of lines and plotted the corresponding F-Measure. As seen in Figure 4, as the number of lines in the document increases, the F-Measure stabilizes.

To evaluate the fluctuation of the results, we calculate the standard deviation of the F-Measure for each set of five subsequent tests. As the number of text lines used increases, the standard deviation of the subsequent test results decreases. This evaluation shows that above 150 lines of text, the standard deviation stays below 1%. According to this, we set the number of words per document to 2000 for all tests, i.e. over 200 text lines in a document.

Fig. 3 Two examples of a noised document segments from the conducted experiments. The examples use different degradation models, the upper segment is degraded using Gaussian and salt & pepper noise, and the lower is degraded using Kanungo’s model. The same degradation and binarization processes were applied on all generated documents.
5.4 Experiments and results

Next we describe the experiments performed on the test system for each of the examined language characteristics.

Average word length: We generated nine languages, each with different word length average, between 2 and 10. The standard deviation of word lengths was set to one for all languages. The length of each word in a test set was randomly generated with normal distribution of the specified average and standard deviation. The experiment was repeated three times for validating the results. Figure 5 shows two sample lines from three documents from three languages with word length averages of 3, 5, and 8, respectively. Figure 6 summarizes the results of the word length experiment. It displays the F-Measure of word recognition as a function of word length average, for DTW and GSC methods. We notice that the difference between the quality of the results of both methods is high. The F-Measure for a language with the short words was very low for DTW, and above 80% for GSC. As the average word length increases, the F-measure for DTW approaches 100%, while F-Measure decreases for GSC for average word length 8 and above. We believe that this is because GSC was fine-tuned for English, where average word length is 7, as seen in Figure 1.

Ascending and descending characters: This experiment examines the influence of ascender and descender distribution on word recognition results. For that purpose, we create randomly synthetic test languages using a partial set of the English lower case letters. The alphabet of each test language consists of 14 characters with a different composition of ascenders and descenders. We used more than one test language for each composition to eliminate the influence of the choice of a specific character set. Figure 7 shows the average F-Measure for each combination (#ascenders #descenders #normal)

The DTW with the projection profile features shows significantly better results for balanced combination of ascenders and descenders while the GSC method is less influenced by this characteristic. For both recognition methods the results are similar with F-measure around 75 and 80%, while the recognition by DTW for words with no ascenders and descenders is much lower (about 65.5%).

Fig. 5 Examples of spotting words in noisy documents (by DTW). Two example lines are from three documents with average word lengths of 3, 5, and 8. The query words are marked with an underline, and the matches found by the system are marked with a rectangle (therefore the word in the first line marked with a rectangle and not underlined is an example of false positive)

Fig. 6 Word length experiment—quality of the results (F-Measure) as a function of average word length in a language

Fig. 7 The graph depicts the F-Measure as a function of ascender and descender composition in a language
Orthographic neighborhood: In this experiment, we created documents with different average neighbor count for the words (and fixed average word length to be 7). The created test set contained the values of 0.5, 2, 4, and 6 as average word neighbor count. The graph in Figure 8 displays the F-Measure results for DTW and GSC, and shows that in both methods the quality of recognition declines as the number of the neighboring words grows.

6 Conclusions and Future Research

In this research, we examine the effect of several orthographic language characteristics on word recognition. We examine word length, orthographic neighborhood, and distribution of ascenders and descenders. These characteristics show very different behaviour in the natural languages we tested; e.g., Hebrew and Arabic have on average shorter words than English and Russian, a larger number of orthographic neighbors, and also fewer ascender–descender configurations.

We investigated the influence of these characteristics on the performance of word recognition in degraded documents, by running word spotting tests on synthetically generated languages (all the synthetic languages were constructed of the English alphabet). The synthetic languages are built so that just the examined characteristic varies while all the others remain the same.

We conclude that for the characteristics ascender/descender and for average neighbor count DTW and GSC demonstrate a similar behavior with minor differences, in which low number of neighbors per word and balanced distribution of ascenders and descenders contribute to better results of word recognition. On the other hand, for average word length, DTW clearly presents better results as words get longer, while GSC responds best when average word length is between 3–7 letters. This can be explained by the fact that DTW allows flexibility of word length (Rath and Manmatha, 2007), while GSC performs substitution of words to a predefined number of regions within the word frame (Zhang et al., 2004), which leads to optimal behavior in a limited range of word lengths.
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