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Abstract

We analyze the performance of Size Interval Task Assignment (SITA) policies, for multi-host assignment in a non-preemptive environment. Assuming Poisson arrivals, we provide general bounds on the average waiting time independent of the job size distribution. We establish a general duality theory for the performance of SITA policies. We provide a detailed analysis of the performance of SITA systems when the job size distribution is Bounded Pareto and the range of job sizes tends to infinity. In particular, we determine asymptotically optimal cutoff values and provide asymptotic formulas for average waiting time and slowdown. We compare the results with the Least Work Remaining policy and compute which policy is asymptotically better for any given set of parameters. In the case of inhomogeneous hosts we determine their optimal ordering.
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1. Introduction

Many installations such as web server farms and computing centers have a multitude of hosts which can serve any incoming request. In some of these installations, especially supercomputing centers, jobs are non-preemptive, meaning that, a job that has been stopped before completion, must start from scratch, [9, 29]. There has been a growing body of research regarding scheduling policies for such multi-host systems. When the job size distribution is exponential then the Least-work-remaining, LWR, policy, which assigns any job to the next available host, is optimal, [17]. However, empirical data has suggested that job size distributions which are typical of modern system workloads are heavy-tailed, rather than exponential, [1, 3, 6, 7, 22, 30]. Such workloads have substantial amounts of both small and large jobs and this leads to long average waiting times, when small jobs have to wait for long jobs to finish. In the case of known job sizes these considerations have led researchers, [11, 12, 29, 18], to suggest policies where each host is responsible for a certain range of job sizes. These policies employ a set of cutoff parameters, \( s_1 < s_2 < \ldots < s_{h-1} \), where \( h \) is the number of hosts in the system. The first host only handles jobs which take less than \( s_1 \) time units, the second host handles jobs which take between \( s_1 \) and \( s_2 \) time units to complete and so on. Such policies are known as size interval task assignment policies (SITA policies). These policies were generalized to the case of unknown job sizes in [9].

A major obstacle in analyzing SITA policies and comparing them to other policies is that there was no known way of calculating optimal cutoffs \( s_i \). The cutoffs in the comparisons were based on various heuristic choices, [11, 12, 10, 33, 34, 32, 5, 21]. However, there were no estimates for how far from optimal these heuristics may be.

Another issue involves the choice of a target function. The optimal cutoffs for minimizing average waiting time differ from those which minimize average slowdown. We may ask how the
optimization of one target function affects the other, is one optimization choice more robust than
the other?

In this paper we develop some basic insights on the performance SITA policies.

For low loads, we provide general bounds on the average waiting time, which hold for any
job size distribution. Moreover, these bounds use a universal set of cutoffs which are essentially
independent of the job size distribution.

We establish a general duality theory for SITA policies which vastly generalizes the symmetry
which was introduced in [8]. The duality states that some performance characteristics of SITA on
seemingly very different job size distributions are the same.

We also provide a very detailed analysis of the case of Bounded Pareto job size distributions,
where the size of the largest job goes to infinity. A Bounded Pareto distribution is a distribution
whose density has the form $cs^{-\alpha-1}$ on some interval $I = [a, b]$, $0 < a < b$. $\alpha$ is the parameter of
the distribution. These distributions play an important role in characterizing computer workloads
and also served as test cases for the performance of SITA systems in several studies, [8, 9, 11,
14]. We compute near optimal cutoffs for minimizing average waiting time and slowdown. using
these computations we compare the performance of SITA with that of LWR on Bounded Pareto
distributions.

To state our results more precisely, we use the notation $f = \Theta(g)$ to indicate that the functions
$f$ and $g$ have the same order of magnitude, namely, there is a constant $c > 0$ such that $\frac{1}{c} < g < cf$.

Similarly $f = O(g)$ means that there is a constant $c > 0$ such that $f < cg$. We always assume i.i.d
exponentially distributed inter-arrivals and i.i.d job sizes. Our main results are

- (Section 3) For low load, we establish performance guarantees for a SITA system with any
bounded job size distribution. If $p$ is the ratio between the largest job and the smallest job,
then there are cutoffs such that the normalized average waiting time $E(N) = E(W)/E(X)$
is $O(p^{1/h})$, where $h$ is the number of hosts.

- (Section 4) There is a duality, defined via an involution on density functions, which preserves
the behavior of $E(N)$ while reversing the mapping (ordering) of hosts. This involution maps
the Pareto distribution with parameter $\alpha$ to the Pareto distribution with parameter $2 - \alpha$.
There is a second involution which preserves the order of magnitude of mean slowdown and
which maps the Pareto distribution with parameter $\alpha$ to that with parameter $1 - \alpha$.

All other results assume a Bounded Pareto job size distribution.

- (Sections 6.1, 6.2, 6.4) We provide explicit formulas for asymptotically optimal cutoffs for
minimizing either mean waiting time or mean slowdown and compute explicitly the resulting
mean waiting time or mean slowdown. The optimal cutoffs for mean waiting time and for
mean slowdown differ substantially.

- (Section 6.4) Like LWR, SITA is most effective when the total system load is less than the
load which can be handled by the most powerful host in the system. In that case mean
waiting time decreases very rapidly with the introduction of each additional host. If the
load is higher, then, some of the $h$ hosts are dedicated to eliminating the excessive load,
leaving the system with a smaller effective number $\tilde{h}$ of hosts. Assume $h - \rho > 1$, then SITA
is asymptotically better than LWR if and only if $\alpha < (\frac{b - \rho}{b - \rho})+1$. In particular, if $\alpha \leq 1$, SITA is
always asymptotically better, while if $\alpha > 1$, then given enough hosts, LWR will be better.

- (Sections 6.1, 6.2, 6.4, 6.7) When the job-size distribution is Bounded Pareto with parameter
$\alpha \neq 1$, the mean normalized waiting time $E(N) = E(W)/E(X)$, of SITA with the optimal
cutoffs has the approximate form $E(N) = \Theta(p^{b(\alpha, h)})$, where $b(\alpha, h)$ is exponentially small
in the number of hosts. This shows that SITA policies can handle a huge job range using
very few hosts. When $\alpha = 1$ the optimal waiting time has the form $\Theta(p^{1/h}/\log^4(p))$. The
optimal waiting time is always $O(p^{1/h})$, for any job-size distribution for which the ratio of
largest to smallest job size is at most \( p \), so \( \alpha = 1 \) represents a “worst case” distribution for \( \text{SITA} \) policies. \( \alpha = 1 \) is also a “worst case” distribution for \( \text{LWR} \).

- (Section 6.3) When \( \alpha > 1 \) optimization of cutoffs with respect to average waiting time is more robust. When \( \alpha < 1 \) optimization with respect to slowdown is more robust. When \( 1/2 < \alpha < 1 \) optimizing one target function substantially hurts the other.

- (Section 6.8) When \( \alpha > 1 \) the hosts of the \( \text{SITA} \) system should be ordered in decreasing power order to minimize mean waiting time. The opposite is true when \( \alpha < 1 \). When minimizing mean slowdown, decreasing power holds for \( \alpha > 1 \), increasing power when \( \alpha < 1/2 \). The case of \( 1/2 < \alpha < 1 \) is more complicated. Like the previous item, duality theory is the right context for understanding this result.

- (Section 6.9) All previous heuristics for choosing the cutoffs are suboptimal, sometimes, badly suboptimal. In particular, they can lead to performance which is unboundedly worse than optimal.

1.1. Related work

Size interval task assignment policies have been shown in some cases to outperform traditional policies such as \( \text{LWR} \). A comparison based on a trace of jobs from a supercomputer can be found in [29]. In that simulation, the \( \text{SITA} \) policy clearly out-performs the \( \text{LWR} \) policy. Other comparisons, [12, 10, 9, 14] used the Bounded Pareto family, which is typical of heavy-tailed distributions.

The study of \( \text{SITA} \) in the inhomogeneous case, where not all hosts have the same power was considered by Feng et. al, [8]. Among other issues, the authors considered the optimal assignment of hosts to the ranges of job sizes according to their power. based on experiments with several Pareto distributions, They also showed that distributions which have a certain symmetry are oblivious to the ordering of hosts. This result was the starting point for our analysis of duality, however, the basic idea goes all the way back to Riemann, [19]. The problem of host mapping (ordering) was also considered in [12] and [10], where the target function was the optimization of mean slowdown.

The choice of cutoffs was studied in several papers, leading to several heuristics. Harchol-Balter et. al, [11] and Riska et. al, [20, 5], proposed a heuristic choice of cutoffs which load balanced the \( \text{SITA} \) system. A \( \text{SITA} \) system with this particular choice of ranges was called, in [11], a \( \text{SITA-E} \) system. Three additional heuristics for choosing the cutoffs, which created non balanced systems, were proposed in [12] and [10]. These were based on the ability to solve the two host case by brute force. A \( \text{SITA} \) system with either of these heuristic choices was called a \( \text{SITA-V} \) system. There were no estimates for how far from optimal these heuristics may be.

In a series of paper [20, 33, 34, 32, 5, 21], E. Smirni and her collaborators have studied \( \text{SITA} \) like policies in different settings, including a dynamic setting in which cutoffs can be changed to adjust to changes in the workload. The basic guiding principle to determining cutoffs is taken to be load balancing. However, there are certain adjustments. In [21], the option of balancing queue length was also explored, while in [34] unbalancing is suggested in the context of auto-correlated arrivals.

Recently, a paper by Harchol-Balter, Scheller-Wolf and Young, [14], compares the asymptotic behavior of \( \text{SITA} \) policies with that of \( \text{LWR} \) for certain families of bimodal, trimodal, hyper-exponential and Bounded Pareto distributions. The paper only considers whether the performance is bounded or not. It is shown that all combinations of \( \text{SITA} \) and \( \text{LWR} \) being bounded or unbounded are possible.

2. Preliminaries

In this paper we consider multi-host assignment policies for non-preemptive systems with known job sizes. A system is non-preemptive if any job which is stopped needs to be executed from the beginning. This is a reasonable assumption for many current systems, in particular in
supercomputing centers, [9]. We also assume that the sizes of jobs are i.i.d random variables. We will assume that the arrival process is always Poisson. We will denote the waiting time random variable by \( W \). The waiting time \( W \) does not include the service time of a job.

2.1. Assignment policies

We introduce SITA policies, which are the subject of investigation in this paper. These policies have been introduced in [11]. The main feature of these policies is variance reduction at the different hosts. For more on variance reduction policies see [8, 29].

A SITA policy can be described as follows:

Consider a system with \( h \) hosts, numbered 1, \ldots, \( h \). Let \( s_1 < s_2 < \ldots < s_{h-1} \) be a set of cutoff parameters which are fixed. We assume that job sizes are known. An incoming job of size \( s \) is dispatched to host \( i \), such that \( s_{i-1} \leq s < s_i \). Requests are serviced in each host in a first come, first served (FCFS) order. The Least-Work-Remaining assignment policy holds the jobs in a central FIFO queue and assigns each job to the next available host.

2.1.1. Families of bounded distributions

Let \( X \) be a generic job-size random variable, which is bounded below by a positive constant. We consider the associated distribution function \( X(s) = \Pr(X < s) \). By changing the unit of time we can and will assume that \( X(1) = 0 \), which means that the smallest job has size at least 1. For any \( p \geq 1 \), we consider a truncated job-size random variable \( X_p \), which is obtained by sampling \( X \) and rejecting the result if it is greater than \( p \), repeating until a result is accepted. The associated distribution \( X_p(s) \) is given by \( X_p(s) = X(s)/X(p) \), for \( s \leq p \) and \( X_p(s) = 1 \) otherwise. We say that \( X_p(s) \) is the family of bounded distributions associated with \( X(s) \).

2.1.2. Pareto and Bounded Pareto distributions

The job size distributions which were considered in [11] and many other studies were the Pareto distributions \( B(\alpha) \), where \( \alpha > 0 \). The density \( f \) of \( B(\alpha) \) has the form

\[
    f(s) = \alpha s^{-\alpha - 1}
\]

For \( s \geq 1 \) and zero otherwise. The bounded version \( B(\alpha)_p \) has a density of the form

\[
    f(s) = cs^{-\alpha - 1}
\]

in the bounded range \( 1 \leq s \leq p \), and zero otherwise. The constant, \( c > 0 \), is a normalizing constant which ensures that \( \int_1^p f(s) ds = 1 \). A simple computation shows that the normalizing constant is

\[
    c = \frac{\alpha}{1 - p^{-\alpha}}
\]

We observe that Pareto and Bounded Pareto distributions are self similar in the sense that \( f(s) \) is proportional to \( f(cs) \) for any \( c > 0 \), in the domain where both are non zero.

2.1.3. p-Asymptotics for SITA systems

A p-asymptotic family of SITA systems with bounded job size distributions consists of the following data:

- \( h \) - A fixed number of hosts.
- \( \rho \) - A fixed system load.
- \( X(s) \) A distribution with \( X(1) = 0 \).
- A set of cutoff values \( 1 < s_1(p) < \ldots, s_{h-1}(p) < p \), parametrized by \( p > 1 \).
Given some $p$ we consider a SITA system with cutoffs, $1 < s_1(p) < \ldots, s_{h-1}(p) < p$, with i.i.d job size random variables with a generic job size distribution $X_p(s)$ and a Poisson job arrival process with rate $\lambda = \rho/E(X_p)$. We let $W_p$ be the waiting time random variable for this system and we define $S_p$ as $W_p/s$, where $s$ is the job size. Our goal is to analyze the asymptotic behavior of $E(W_p)/E(X_p)$ and $E(S_p)$ as $p$ tends to infinity. We will be interested particularly in the case where $X(s) = B(\alpha)$. We consider the normalized quantity $N_p = W_p/E(X_p)$ and its average, $E(N) = E(W_p)/E(X_p)$, rather than $E(W_p)$, because the former is invariant under changes of the time unit.

For a single host with Poisson arrivals with rate $\lambda$ the mean waiting time is given by the Pollaczek-Khinchine (P-K) formula which states that

$$E(N) = \frac{\rho}{2(1 - \rho)} \frac{E(X^2)}{E(X)^2}$$

where $\rho = \lambda E(X)$ is the utilization.

From this we can easily see that $p$-asymptotic behavior of mean normalized waiting time is most interesting when $E(X^2)/E(X)^2$ is infinite, and we will take that as our working definition of a heavy-tailed distribution. In particular, when working with the Pareto distributions $B(\alpha)$ we will be interested in the range $0 < \alpha < 2$.

3. Universal cutoffs and performance guarantees for general workloads

Assume i.i.d Poisson arrivals and i.i.d job sizes with generic distribution $X$ supported on the interval $[1, p]$ (the ratio of largest to smallest job is at most $p$). We provide a universal (distribution independent) bound on the average normalized waiting time in a SITA system. The bound is proved using the same set of cutoffs for any distribution, hence we get a performance guarantee when using these cutoffs.

**Theorem 3.1.** Let $X$ be any job size distribution which is supported on the interval $[1, p]$ and let $\rho < 1$ be the load of a SITA system with $h$ identical hosts. We choose $s_i(p) = p^{i/h}$, then

$$E(N) = E(W_i)/E(X) \leq \frac{\rho}{2(1 - \rho)} p^{1/h}$$

**Proof:** Consider host $i$. By the P-K formula we have $E(W_i)/E(X_i) = \rho_i E(X_i^2)/E(X_i)^2/2(1 - \rho_i)$. By the choice of $s_i$, $X_i$ is supported on the interval $[p^{(i-1)/h}, p^{i/h}]$. Since $E(X_i^2)/E(X_i)^2$ is time scale invariant we can rescale the unit time, dividing it by $p^{(i-1)/h}$ to obtain an equivalent distribution in the range $[1, p^{1/h}]$. Let $r = p^{1/h}$. We have a general upper bound $E(X_i^2)/E(X_i)^2 \leq r/E(X_r) \leq r$, for any random variable $X_r$, supported on $[1, r]$, which follows from the trivial inequality $E(X_i^2) = \int r^2 x^2 d\mu \leq \int r^2 x d\mu = r E(X_r)$. This bound leads to the inequality

$$E(W_i)/E(X_i) \leq \frac{\rho}{2E(X_i)(1 - \rho)} p^{1/h} \leq \frac{\rho}{2(1 - \rho)} p^{1/h}$$

since $\rho_i \leq \rho$. Next, we note that $E(W)/E(X) = \sum_i \frac{p_i E(X_i)}{E(X)} (E(W_i)/E(X_i))$, where $p_i$ is the probability that a job will be serviced by host $i$. This shows that $E(W)/E(X)$ is a weighted average of $E(W_i)/E(X_i)$, hence it is enough to prove the bound for each $i$ separately. q.e.d

We can actually improve the bound of the theorem above by a factor of 2 with a slightly more complicated argument. the maximal mean normalized waiting for such job sizes. We claim that in fact

$$E(W_i)/E(X_i) \leq \frac{\rho}{4(1 - \rho)} p^{1/h}$$

We sketch the argument. As in the theorem we assume that $X_i$ is supported on the interval $[1, r]$ where $r = p^{1/h}$. Using compactness in the weak topology (or by more elementary means),
it can be shown that among all distributions \( Y \) which are supported on \([1, r]\) there will be a distribution which maximizes the value of \( E(Y^2)/E(Y)^2 \). We observe that if a distribution \( Z \) has positive measure on an interval \([a, b]\) with \( 1 < a < b < r \), then it does not maximize. To obtain a distribution with a higher value we shift half the measure restricted to \([a, b]\), a distance \( \varepsilon \) to the right and the other half of the measure, a distance \( \varepsilon \) to the left. The average remains the same but \( E(Y^2) \) has increased since \((x + \varepsilon)^2 + (x - \varepsilon)^2 = 2x^2 + 2\varepsilon^2 > 2x^2\). We conclude that the maximizing distribution has the form \( c \delta_x + (1 - c) \delta_p \), where \( \delta_x \) is the Dirac measure on \( x \). For such a distribution \( E(Z) = c + (1 - c)p, E(Z)^2 = c^2 + c(1 - c) + (1 - c)^2 p^2 \) and \( E(Z^2) = c + (1 - c)p^2 \). One can easily show that the optimal value of \( c \) has the form \( 1 - u/p \) for some bounded \( u \). Optimizing over the possible values of \( u \), we get \( u = 1 \), which leads to the result.

4. Duality for SITA systems

In this section we establish a general theory of duality (symmetry) for systems with a SITA scheduling policy. The duality depends on the target function we wish to consider. It is strongest in the case of average normalized waiting time. The duality theory generalizes a symmetry (self-duality) which was first observed in [8], proposition 6. Let \( X = X_p \), be a distribution which is supported on the interval \([1, p]\), and has a density function \( f = f_X \).

We let \( \hat{f}(s) \) be the density defined by the following functional equation

\[
\hat{f}(s) = \frac{p^3}{E(X^2)} s^{-4} f(p/s) \tag{8}
\]

We will show shortly that \( \hat{f} \) is indeed a density function, but we would like to present this fact as part of a more general lemma. Let \( I = [a, b] \), \( a > 0 \), be an interval. We can define the non normalized \( k \)-th moment of \( f \) on \( I \) as \( m^k_f(I) = \int_a^b f(s) ds \). If \( I = [1, p] \), then obviously \( m^k_f(I) = E(X^k) \) and we denote it simply as \( m^k_f \). We define the dual of the interval \( I \) to be \( \hat{I} = [p/b, p/a] \). Note that \([1, p]\) is self-dual. The following lemma can essentially be traced back to B. Riemann, [19], which used a variant to prove the functional equation for his Zeta function.

Lemma 4.1. We have the following duality

\[
m^k_f(\hat{I}) = \frac{p^k}{E(X^2)} m^k_{2-k}(I) \tag{9}
\]

In particular, \( m^0_\hat{f} = \int_1^p \hat{f}(s) ds = \frac{1}{E(X)} m^0_f = 1 \) and so \( \hat{f} \) is a density function.

Proof: Letting \( t = p/s \), we have

\[
m^k_\hat{f}(\hat{I}) = \int_a^b k s^k f(s) ds = \frac{p^3}{E(X^2)} \int_a^b s^{k-4} f(p/s) ds
\]

\[
= -\frac{p^3}{E(X^2)} p^{k-4} p \int_{p/a}^{p/b} t^{k-2} f(t) t^{-2} dt = \frac{p^k}{E(X^2)} \int_{p/a}^{p/b} t^{2-k} f(t) dt
\]

as required. \( \q.e.d. \)

Consider a SITA system with \( h \) hosts, load \( \rho \), a job-size distribution \( X \) given by a bounded density function \( f \), supported on the interval \([1, p]\) and cutoff parameters \( 1 = s_0 < s_1 < \ldots < s_{h-1} < s_h = p \). We denote the mean normalized waiting time \( E(W)/E(X) \), for such a system by \( E(N)(X, h, \rho, p, s_1, \ldots, s_{h-1}) \). Consider \( \hat{X} \), the distribution associated with the density \( \hat{f} \). We define the dual cutoffs by the formula

\[
\hat{s}_i = p/s_{h-i} \tag{10}
\]

As a consequence of the last lemma we have the following duality statement.
Theorem 4.2. The following identity holds
\[ E(N)(X, h, \rho, p, s_1, \ldots, s_{h-1}) = E(N)(\hat{X}, h, \rho, p, \hat{s}_1, \ldots, \hat{s}_{h-1}) \]  
(11)

Proof: let \( I_i = [s_{i-1}, s_i] \) and \( J_i = [\hat{s}_{i-1}, \hat{s}_i] \). Then, \( \hat{I}_i = J_{h-i+1} \). The Pollaczek-khinchine formula states that the mean waiting time at host \( i \) is given by \( \frac{\lambda_i}{2(1-\rho_i)} E(X_i^2) \), where \( \lambda_i \) is the arrival rate at the host, \( \rho_i \) is the load at the host, and \( E(X_i^2) \) is the second moment for job sizes at the host. Since host \( i \) in the first SITA system is responsible for job sizes in \( I_i \), the portion of jobs which arrive at host \( i \) is given by \( m_0^f(I_i) \). We also have the general formula \( E(X_i^2) = \frac{m_0^f(I_i)}{m^f(I_i)} \). We consequently have
\[ \lambda_i = \lambda m_0^f(I_i) = \rho \frac{m_0^f(I_i)}{m^f(I_i)}. \] 
(12)
Similarly \( \rho_i = \lambda_i E(X_i) = \rho \frac{m_0^f(I_i)}{m^f(I_i)} = \rho \frac{m_0^f(I_i)}{m^f(I_i)}. \) Combining we see that the average waiting time at host \( i \) is given by
\[ E(W_i) = \frac{\rho}{2} \frac{m_0^f(I_i)}{m_i^f} \frac{m_0^f(I_i)}{m_i^f} (2(1 - \frac{m_0^f(I_i)}{m_i^f}))^{-1} \]
\[ = \frac{\rho}{2} (1 - \frac{m_0^f(I_i)}{m_i^f})^{-1} m_0^f(I_i) \frac{m_0^f(I_i)}{m_i^f} \]
To get the weighted contribution of the host to the normalized waiting time we need to multiply by \( m_0^f(I_i) \), the portion of jobs arriving at host \( i \), and to divide by \( m_i^f = E(X) \). Calling the weighted contribution \( E_i(N) \) we have
\[ E_i(N) = \frac{\rho}{2} (1 - \frac{m_0^f(I_i)}{m_i^f})^{-1} m_0^f(I_i)m_i^f(I_i) \frac{m_0^f(I_i)}{m_i^f}. \] 
(13)
However, lemma 4.1 tells us that
\[ \frac{m_0^f(I_i)}{m_i^f} = \frac{m_i^f(J_{h-i+1})}{m_i^f} \]
and that
\[ \frac{m_0^f(I_i)m_i^f(I_i)}{(m_i^f)^2} = \frac{m_0^f(J_{h-i+1})m_i^f(J_{h-i+1})}{(m_i^f)^2} \]
Which implies that \( E_i(N) \) is also the contribution of the \( h-i+1 \) host to the mean normalized waiting time of the dual system. q.e.d

As a corollary we have

Corollary 4.3. The following equality holds
\[ E(N)(B(\alpha)p, h, \rho, p, s_1, \ldots, s_{h-1}) = E(N)(B(2-\alpha)p, h, \rho, p, \hat{s}_1, \ldots, \hat{s}_{h-1}) \]  
(14)

Proof: We note that equation (13) shows that \( E(N) \) can be computed using the function \( cf \), rather than the density \( f \), where \( c \) is any constant. This also implies that for duality it is sufficient to verify that \( \hat{f} \) is proportional to \( s^{-\alpha}f(p/s) \). The function \( f(s) \) is proportional to \( s^{-\alpha-1} \), which implies that \( s^{-\alpha}f(p/s) \) is proportional to \( s^{-\alpha+1} = s^{a-3} = s^{(2-\alpha)-1} \) as required. q.e.d

We notice that in the proof we used the self similarity property of Pareto distributions which allows us to make a uniform argument for all values of \( p \). We can repeat the argument to establish less uniform dualities between the family of Chi distributions and the family of inverse-Chi
distributions, between Gamma distributions and inverse-Gamma distributions and duality within the family of Log-Normal distributions, for the latter see [8].

The involution given in equation (8) is part of a larger family of dualities. consider the involution \( inv_\beta \) which maps a density \( f(s) \) to the density \( \frac{p^\beta}{E(X^\beta/s)}s^{-\beta}f(p/s) \). The argument of lemma 4.1 shows that \( m_k^f(I) \) will satisfy

\[
m_k^f(I) = \frac{p^k}{E(X^\beta/s)}m_{2-k}^f(\hat{I}).
\]

(15)

In addition, the computation of corollary 4.3 shows that

\[
inv_\beta(B(\alpha)_p) = B(\beta - 2 - \alpha)_p.
\]

(16)

Consider the expression \( E_i(S) \) for the contribution to average slowdown \( E(S) \) of the \( i \)th host. A direct computation as in equation (13) shows that

\[
E_i(S) = \rho(2(1 - \frac{m^f(I_1)}{m_1^f}))^{-1} \frac{m^f(I_1)m^f(I_2)}{m_1^f m_0^f}.
\]

(17)

We obtain the following corollary

**Corollary 4.4.** Let \( 1 = s_0(p) < s_1(p) < \ldots < s_{h-1}(p) < s_h(p) = p \), be cutoffs, then for \( \rho < 1 \)

\[
1 - \rho < \frac{E(S)(B(\alpha)_p, h, p, s_1, \ldots, s_{h-1})}{E(S)(B(1-\alpha)_p, h, p, s_1, \ldots, s_{h-1})} < \frac{1}{1 - \rho}
\]

(18)

**Proof:** Letting \( \beta = 3 \), we see from (15) that \( \frac{m^f(I_1)m^f(I_2)}{m_1^f m_0^f} \) is invariant with respect to the involution \( inv_3 \). The other component of \( E_i(S) \) is \( \frac{1}{2(1-\rho)} \), is not invariant under \( inv_3 \), but rather, is invariant under \( inv_4 \). However, if \( \rho < 1 \), then \( \frac{1}{2} < \frac{1}{2(1-\rho)} < \frac{1}{2(1-\rho)} \) which leads to the statement. \textit{q.e.d}

5. Minimizing a certain class of functions

Fix \( p > 1 \). We consider the open simplex \( \Delta_{h,p} \), consisting of possible cutoff values \( 1 < s_1 < s_2 < \ldots < s_{h-1} < p \). We also fix values \( s_0 = 1 \) and \( s_h = p \). We consider functions of the general form

\[
G = G(s_1, \ldots, s_{h-1}) = \sum_{i=1}^{h} f_is_i^{-d}e^{-s_i^c}
\]

(19)

here \( f_i, d, e > 0 \) are fixed parameters. Functions of this form will be shown to approximate the mean normalized waiting time and the mean slowdown of SITA systems when the job sizes have a distribution \( B(\alpha)_p \). Naturally, we will be interested in the cutoff values that minimize the value of \( G \) over the simplex.

We recall that a point \( (s_1, \ldots, s_{h-1}) \in \Delta_{h,p} \), is called a critical point for the function \( G \) if all the partial derivatives \( \frac{\partial G}{\partial s_i} \) vanish at the point. We also recall that if a function has a minimum in the open simplex it must be at a critical point. In the following section, the function \( \log(x) \) will refer to \( \log_{10}(x) \).

**Lemma 5.1.** Let

\[
q = \frac{d}{e}
\]

(20)

\[
C_i = \log(\frac{s_{i+1}}{s_i})
\]

(21)

\[
D_i = \frac{1}{e}(\log(\frac{e}{d f_{i+1}}))
\]

(22)
and
\[ \delta = - \sum_{i=1}^{h-1} q^{h-i} - 1 \cdot D_i \] (23)
then, the unique critical point of \( G \) is given by
\[ s_1 = p^{\frac{q-1}{q-1}} 10^\delta \] (24)
and by the inductive relation
\[ \left( \frac{s_{i+1}}{s_i} \right) = \left( \frac{e f_i}{d f_{i+1}} \right)^{\frac{1}{2}} \left( \frac{s_i}{s_{i-1}} \right)^{\frac{d}{2}} \] (25)
The value of the function at the critical point is given by
\[ G_{crit} = \frac{1 - q^{-h}}{1 - q^{-1}} f_1 p^{\frac{q-2}{q-1}} 10^\delta \] (26)
This is the global minimum of \( G \) over the simplex.

**Proof**: To find the critical point we differentiate
\[ \frac{\partial}{\partial s_i} G = \frac{\partial}{\partial s_i} (f_i s_{i-1}^{-d} s_i^e + f_{i+1} s_i^{-d} s_{i+1}^e) \] (27)
\[ = e f_i s_{i-1}^{-d} s_i^{e-1} - d f_{i+1} s_i^{-d-1} s_{i+1}^e \] (28)
Setting to zero, we obtain, after a simple manipulation, the condition
\[ \left( \frac{s_{i+1}}{s_i} \right) = \left( \frac{e f_i}{d f_{i+1}} \right)^{\frac{1}{2}} \left( \frac{s_i}{s_{i-1}} \right)^{\frac{d}{2}} \] (29)
Taking the logarithm of both sides, and using the definitions in the statement of the lemma, we obtain the relation
\[ C_i = q C_{i-1} D_i \] (30)
By induction we have
\[ C_i = q^i C_0 \sum_{j=1}^{i} q^{i-j} D_j \] (31)
We also have the telescopic sum
\[ \sum_{i=0}^{h-1} C_i = \log(s_h/s_0) = \log(p) \] (32)
From the last two equations we deduce
\[ \log(p) = \sum_{i=0}^{h-1} C_i = q^{h-1} - 1 \cdot C_0 \sum_{i=1}^{h-1} q^{h-i} - 1 \cdot D_i \] (33)
Defining the constant
\[ \gamma = \sum_{i=1}^{h-1} q^{h-i} - 1 \cdot D_i \] (34)
and exponentiating, we have
\[ p = s_1^{\frac{q-1}{q-1}} 10^\gamma \] (35)
or
\[ s_1 = p^{\frac{q-1}{q-1}} 10^\delta \] (36)
it follows from (28) that
\[ \frac{\epsilon}{d} f_i s_{i-1}^{d-1} s_i^{e-1} = f_{i+1} s_i^{d-1} s_{i+1}^{e} \]  
(37)
which after multiplication of both sides by \( s \)

\[ \frac{\epsilon}{d} f_i s_{i-1}^{d-1} s_i^{e} = f_{i+1} s_i^{d-1} s_{i+1}^{e} \]  
(38)

Since \( \frac{\epsilon}{d} = q^{-1} \) we have by (19) that

\[ G_{\text{crit}} = \frac{1 - q^{-h}}{1 - q^{-1}} f_1 s_1^{e} = \frac{1 - q^{-h}}{1 - q^{-1}} f_1 p^{\frac{d-e}{q-1}} 10^{\delta} \]  
(39)

as required.

Next we show that the critical point is a global minimum over the closed simplex \( \bar{\Delta}_{h,p} \), which is the closure of the open simplex. Consider first the case of \( h = 2 \). The function \( G \) will have the form \( G(s_1) = f_1 s_1^e + f_2 s_1^{d-1} p^e \) and the closed simplex is given by the interval \( s_1 \in [1, p] \). We need to show that the value at the critical point is less than the values of \( G \) at the endpoints 1 and \( p \). We know that the value at the critical point is \( \Theta(p^\frac{-d}{q-1}) = \Theta((p^e)^\frac{-h}{q-1}) \). The value at the endpoint \( s_1 = 1 \) is given by \( G(1) = f_1 + f_2 p^e = \Theta(p^e) \) and similarly the value at \( s_1 = p \) is \( G(p) = f_1 p^e + f_2 p^{d-1} = \Theta(p^e) \). Since \( q > 0 \) we see that for \( p \) large enough the value of \( G \) at the unique critical point is smaller than the values at the boundary. We conclude that the value of \( G \) at the critical point is the global minimum of \( G \) in the closed simplex (interval) \( [1, p] \) when \( p \) is large enough. We claim that this property holds for all \( p > 1 \). Assume to the contrary that for some \( p > 1 \) the critical value is not minimal. The function \( G \) along with the critical point and the boundary points 1 and \( p \) all vary continuously as \( p \) changes. This means that we would have for some \( p_0 > 1 \), equality between the values of \( G \) at the critical point and a boundary point, either 1 or \( p_0 \). But that would entail the existence of a second critical point, which contradicts uniqueness.

When \( h > 2 \) we notice that fixing the values of all variables \( s_i \) except one, say \( s_j \), leads to a function of the general form given in (19) with \( h = 2 \). A boundary point of the simplex corresponds to a set of cutoffs with \( s_j = s_{j+1} \) for some \( 0 \leq j \leq h - 1 \). Such a point cannot produce a minimal value for \( G \) over the closed simplex since the value of \( s_j \) given all other \( s_i \) is at a boundary value for a function with \( h = 2 \) and hence not minimal by the preceding argument. We conclude that the minimal value is attained at an interior point of the simplex. Since there is a unique critical point in the interior of the simplex it must be the global minimum over the closed simplex as desired. q.e.d.

The next lemma provides a more explicit expression for \( G_{\text{crit}} \) in the simplest case where \( f_i = 1 \) for all \( i \).

**Lemma 5.2.** Let

\[ G = \sum_{i=1}^{\delta} s_{i-1}^{d-1} s_i^{e} \]  
(40)

then

\[ G_{\text{crit}} = \frac{1 - q^{-h}}{1 - q^{-1}} f_1^{\frac{d-e}{q-1}} \]  
(41)

**Proof:** We first note that for all \( i \)

\[ D_i = -\frac{1}{e} \log(q) \]  
(42)

which leads to

\[ \delta = \sum_{i=1}^{h-1} \left( \frac{q^{h-i} - 1}{q^h - 1} \right) \log(q) = \frac{1}{q^h - 1} \left( \sum_{i=1}^{h} q^{h-i} \right) \log(q) = \left( \frac{1}{q^h - 1} \right) \log(q) \]  
(43)

from which the result follows using (39) q.e.d

The next result shows how the value of \( G_{\text{crit}} \) changes as the coefficients \( f_i \) vary.
**Lemma 5.3.** Let $G = \sum_{i=1}^{h} f_i s_{i-1}^{-d} s_i^e$ be a function as above. Consider a set of constants $c_i > 0$, $i = 1, \ldots, h$. Let $\tilde{f}_i = f_i c_i$ and let $\tilde{G} = \sum_{i=1}^{h} \tilde{f}_i s_{i-1}^{-d} s_i^e$. Let

$$\beta_i = \frac{q - 1}{q^h - 1} q^{h-i}$$

(44)

Let

$$c = \sum_{i=1}^{h} \beta_i \log(c_i)$$

(45)

then

$$\tilde{G}_{crit} = G_{crit} 10^c$$

(46)

**Proof:** Using $\tilde{f}_i$ we define $\tilde{D}_i$ and $\tilde{\delta}$ as before. We compute

$$\log(G_{crit}) - \log(G_{crit}) = (\log(\tilde{f}_1) - \log(f_1)) + e(\tilde{\delta} - \delta)$$

Looking at the first term we have

$$\log(\tilde{f}_1) - \log(f_1) = \log(c_1)$$

To compute the second term, we consider the effect of $c_i$ on $D_i$. We have

$$\tilde{D}_i = \frac{1}{e} (\log(\frac{c_i}{d})) + \frac{1}{c} (\log(\frac{\tilde{f}_i c_i}{\tilde{f}_{i+1} c_{i+1}})) = D_i \frac{1}{e} (\log(c_{i+1}) - \log(c_i))$$

For $i = 2, \ldots, h - 1$ we have $\log(c_i)$ appearing with a positive sign in $\tilde{D}_i - D_i$ and with a negative sign in $\tilde{D}_{i-1} - D_{i-1}$. The values $c_1$ and $c_h$ appear only once in $\tilde{D}_1$ and $\tilde{D}_{h-1}$ respectively. Using the definition of $\delta$ we obtain

$$e(\tilde{\delta} - \delta) = -e \sum_{i=1}^{h-1} \frac{q^{h-1} - 1}{q^h - 1} (\tilde{D}_i - D_i) = -\frac{q^{h-1} - 1}{q^h - 1} \log(c_1) + \sum_{i=2}^{h} \frac{q - 1}{q^h - 1} (q^{h-i}) \log(c_i)$$

(47)

Noting that

$$\beta_1 = 1 - \frac{q^{h-1} - 1}{q^h - 1}$$

we obtain the desired result. q.e.d

6. Performance for Bounded Pareto job size distributions

6.1. Analysis of mean normalized waiting time when $p < 1$

Let us assume that the total system utilization satisfies $\rho < 1$. We consider a SITA system with a fixed number of hosts $h$ and a Bounded Pareto job size distribution $B_p(\alpha)$ with $\alpha$ fixed. We will use the notation $f \sim g$ to denote, $p$ dependent, quantities $f, g$ whose ratio tends to 1 as $p$ tends to infinity. We consider the mean normalized waiting time $E(N)$. Following corollary 4.3, when computing $E(N)$, it is enough to study the case $\alpha \geq 1$. Consider a SITA system with $h$ hosts and parameters $1 = s_0(p) < s_1(p) < \ldots < s_{h-1}(p) < s_h(p) = p$, where the job size distribution is $B_p(\alpha)$, for fixed $\alpha > 1$, and the system load is fixed at $p < 1$. Let $E(N)(\alpha, h, p, s_1(p), \ldots, s_{h-1}(p)) = E(W_p)/E(X_p)$ be the mean normalized waiting time. We have the following asymptotic and non-asymptotic estimates.
Lemma 6.1. Let
\[ f_i^{SIT A}(\alpha, \rho) = \frac{\rho (\alpha - 1)^2}{2(1 - \rho)(2 - \alpha)} \]
and let
\[ f_i^{SIT A}(\alpha, \rho) = \frac{\rho (\alpha - 1)^2}{2(2 - \alpha)} \]
for \( i > 1 \).

For \( i > 1 \) we have
\[ G^{SIT A}(\alpha, h, \rho, p, s_1, \ldots, s_{h-1}) = \sum_{i=1}^{h} f_i^{SIT A} s_i^{-2} \]
Assume that for all \( i = 1, \ldots, h \), \( s_i(p)/s_{i-1}(p) \to \infty \) as \( p \to \infty \), then,
\[ E(N)(\alpha, h, \rho, p, s_1(p), \ldots, s_{h-1}(p)) \sim G^{SIT A}(\alpha, h, \rho, p, s_1, \ldots, s_{h-1}(p)) \]
In addition, for all cutoff values \( s_1 < \ldots < s_{h-1} \)
\[ E(N)(\alpha, h, \rho, p, s_1, \ldots, s_{h-1}) < G^{SIT A}(\alpha, h, \rho, p, s_1, \ldots, s_{h-1})(1 - \frac{s_1^{1-\alpha}}{1 - p^{1-\alpha}})^{-1}(1 - p^{1-\alpha})^{-2} \]

Proof: As observed in the proof of corollary 4.3, we may assume that the density function of \( B(\alpha) \rho \) is \( s^{-\alpha-1} \), since the normalizing constant does not affect the computation of \( E(N) \). The formula for \( E_i(N) \), the weighted contribution of host \( i \), given in equation (13), requires the computation of \( m_i^0(I_i), m_i^1(I_i), m_i^2(I_i) \) and \( m_i^3 \). We compute \( m_i^3 \)
\[ m_i^3 = \int_1^p s^\alpha ds = 1 - (\frac{1}{p})^{-\alpha-1} \]
Similarly, we compute the non-normalized moments, \( m_i^1(I_i), \)
\[ m_i^1(I_i) = \int_{s_i}^{s_i} s^\alpha ds = 1 - (\frac{1}{p})^{-\alpha-1} \]
which leads to
\[ \frac{m_i^0(I_i)m_i^2(I_i)}{(m_i^1)^2} = \frac{(1 - \alpha^2)}{\alpha(2 - \alpha)} s_i^{-\alpha} s_i^{1-\alpha}(1 - \frac{s_{i-1}}{s_i} \frac{s_i}{s_i}) \frac{1}{(1 - \frac{1}{p})^{-1}} \]
We see that for any cutoff values
\[ \frac{m_i^0(I_i)m_i^2(I_i)}{(m_i^1)^2} < \frac{(1 - \alpha^2)}{\alpha(2 - \alpha)} s_i^{-\alpha} s_i^{1-\alpha}(1 - \frac{1}{p})^{-1} \]
In addition, when \( \frac{s_i(p)}{s_{i-1}(p)} \to \infty \), the last three terms of equation (55) approach 1 and we obtain
\[ \frac{m_i^0(I_i)m_i^2(I_i)}{(m_i^1)^2} \sim \frac{(1 - \alpha^2)}{\alpha(2 - \alpha)} s_i^{-\alpha} s_i^{1-\alpha} \]
For the other moment expression in \( E_i(N) \) we have
\[ \frac{m_i^1(I_i)}{m_i^1} = (s_i^{-\alpha} - s_i^{-\alpha-1})(1 - \frac{1}{p})^{-1} \]
For \( i > 1 \) this gives
\[ \frac{1}{1 - \rho s_i^{-\alpha} (1 - \frac{1}{p})^{-1}} \sim (1 - \frac{m_i^1(I_i)}{m_i^1})^{-1} \sim 1 \]
and for $i = 1$ we have
\[
\frac{1}{1 - \rho} > (1 - \rho \frac{m_1(I_i)}{m_1})^{-1} \sim 1 - \rho
\]  \hspace{1cm} (60)

Equations (57) and (59-60) combine to give equation (51), while equation (56) combines with (59-60) to give the estimate (52). q.e.d.

Fix $\alpha$ and $\rho$, and consider a $p$-asymptotic family of SITA systems with $h$ hosts and generic job size distribution $B(\alpha)_p$. Let
\[
s_i^{\text{opt}}(p) < \ldots < s_{h-1}^{\text{opt}}(p)
\]
be a set of parameters which minimizes $E(N)$ over the simplex of all possible cutoffs $\Delta_{h,p}$. Denote the corresponding optimal mean normalized waiting time by $E(N_p)^{\text{opt}} = E(N_p)^{\text{opt}}(\alpha, h, \rho, p)$.

**Lemma 6.2.** If $\rho < 1$ and $\alpha > 1$ then \(\frac{s_i^{\text{opt}}(p)}{s_i^{\text{opt}}(p)} \to \infty\) as $p \to \infty$.

**Proof:** The proof is by induction. Consider a 2 host system and assume that there is a sequence $p(i) \to \infty$ of ranges for which $s_i^{\text{opt}}(p(i)) = c$, where $c$ is some constant. The second host will be responsible for job sizes in the interval $[p(i), p]$ which contains the interval $[c, p]$, and so its weighted contribution to mean normalized waiting time $E_2(N_p)$ will be $\Theta(p^{\alpha - \alpha})$, which is, in order of magnitude, more than $G_{crit}^{\text{SITA}}$. By the estimate (52) the order of magnitude of $E(N_p)^{\text{opt}}$ is at most that of $G_{crit}^{\text{SITA}}$, a contradiction. For $h > 2$ we notice that in an optimal system, each subsystem of two consecutive hosts which handles jobs in the range $[s_{i-1}, s_{i+1}]$ with a single cutoff must also be optimal. We note that the Pareto distribution is self similar (scale invariant), hence, up to scaling the workload that this subsystem observes is the same as that of a Pareto Bounded distribution with parameter $\alpha$ and job size in the range $[1, s_{i+1}/s_{i-1}]$. If $p$ is large (tends to infinity), then one of the ratios $s_{i+1}/s_{i-1}$ has to be large (at least some positive power of $p$), which by the 2 host case implies that both $s_{i}/s_{i-1}$ and $s_{i+1}/s_{i}$ are large. These relations in turn imply that the ratios $s_{i}/s_{i-2}$ and $s_{i+2}/s_{i}$ are large. In turn, these last two statements imply by the 2 host case that $s_{i-1}/s_{i-2}$ and $s_{i+2}/s_{i+1}$ are large and we continue in the same manner to show that all ratios are large (tend to infinity) as required. q.e.d.

**Theorem 6.3.** Let $q = \frac{1}{\rho^{\alpha-1}}$. Define
\[
s_1(p) = p^{\frac{1}{\alpha-1}} \left(1 - \rho \frac{q^{\frac{1}{\alpha-1}}}{q^{\frac{1}{\alpha-1}} - \frac{q^{\frac{1}{\alpha-1}}}{\rho^{\alpha-1}}} - \frac{q^{\frac{1}{\alpha-1}}}{\rho^{\alpha-1}}\right)^{\frac{1}{\alpha-1}}
\]  \hspace{1cm} (61)
\[
s_2(p) = (q(1 - \rho))^{-\frac{1}{\alpha-1}} s_1(p)^{\frac{2}{\alpha-1}}
\]  \hspace{1cm} (62)
\[
s_{i+1}(p) = q^{-\frac{1}{\alpha-1}} s_i(p)^{\frac{2}{\alpha-1}}
\]  \hspace{1cm} (63)

for $i \geq 2$.

If $\rho < 1$ and $\alpha > 1$ then the cutoffs $s_i(p)$ are asymptotically optimal in the sense that
\[
E(N)(\alpha, h, \rho, p, s_1(p), \ldots, s_{h-1}(p)) \sim E(N)(\alpha, h, \rho, p, s_1(p)^{\text{opt}}, \ldots, s_{h-1}(p)^{\text{opt}})
\]

Consequently
\[
E(N_p)^{\text{opt}} \sim (1 - q^{-h}) q^{\frac{1}{\alpha-1}} \frac{q^{\frac{1}{\alpha-1}}}{\rho^{\alpha-1}} \left(1 - \frac{1}{\rho} \frac{(\rho - 1)}{4(2 - \alpha)} p^{\frac{2}{\alpha-1}}\right)^{\frac{2}{\alpha-1}}
\]  \hspace{1cm} (64)
\[
< \frac{e^{\alpha - 1}}{4(2 - \alpha)} \rho \frac{p^{2/\alpha-1}}{1 - \rho}.
\]

where $e$ refers to the natural base.
Assume Corollary 6.4.

Observe that duality with respect to \( \text{inv} \) simplifies and noting that 1 when \( \rho < 1 \). From equation (17) we see that when \( \alpha < 1 \), \( E(S)_{\text{opt}} = \Theta\left(\frac{m_1^f(I_1)}{m_0^f m_1^0}\right) \). We also observe that duality with respect to \( \text{inv} \) of the expression \( \frac{m_1^f(I_1)m_0^f(I_1)}{m_0^f m_1^0} \), shows that for \( \rho < 1 \), \( E(S)_{\text{opt}}(\alpha, h, \rho, p) = \Theta\left(E(S)_{\text{opt}}(1 - \alpha, h, \rho, p)\right) \). Assume, \( \alpha > 1 \). From equation (54) we see that \( \frac{m_1^f(I_1)m_0^f(I_1)}{m_0^f m_1^0} = \Theta\left(s_1 \alpha^2 \right) \). By lemma 5.1 this leads to

\[
E(S_p)_{\text{opt}} = \Theta(p^{\frac{2\alpha-1}{2}})
\]

where \( \tilde{q} = \frac{\alpha+1}{2\alpha} \).

For \( 1/2 < \alpha < 1 \) we have

\[
\frac{m_1^f(I_1)m_0^f(I_1)}{m_0^f m_1^0} = \Theta\left(s_1 \alpha^2 p^{\alpha-1}\right),
\]

because in this case \( m_1^f = \Theta(p^{1-\alpha}) \), while for \( \alpha > 1 \), \( m_1^f = \Theta(1) \). This leads to

\[
E(S_p)_{\text{opt}} = \Theta(p^{\frac{2\alpha-1}{2}p^{\alpha-1}})
\]

In particular, using (66) and duality, we obtain the following conclusion

**Corollary 6.4.** Assume \( \rho < 1 \) and \( 0 < \alpha < 1 \). Let \( \tilde{\alpha} = \alpha \) for \( \alpha > 1/2 \) and \( \tilde{\alpha} = 1 - \alpha \) for \( \alpha < 1/2 \).

Let \( \tilde{q} = \frac{\tilde{\alpha}+1}{2\tilde{\alpha}} \), then,

\[
E(S)_{\text{opt}}(\alpha) = o(1)
\]

for \( h > \log_2\left(\frac{2\tilde{\alpha}-1}{\tilde{\alpha}} + 1\right) \).

### 6.3. Relation between optimizing mean slowdown and optimizing mean normalized waiting time

We can compute the slowdown for the optimal waiting time cutoffs and vice versa. Assume first that the parameters \( s_i \) are chosen to optimize waiting time. It is easy to verify that for the optimal \( s_i \) the terms \( E_i(N) \) will all have the same order of magnitude. We have \( E_i(S) = \frac{m_1^f}{m_0^f} E_i(N)m_1^f(I_i)/m_0^f(I_i) \). Whenever, \( s_i/s_i-1 \to \infty \), then \( m_1^f(I_1)/m_0^f(I_1) \) has an order of magnitude which is larger than that of \( m_1^f(I_i)/m_0^f(I_i) \), for \( i > 1 \). We conclude that only \( E_1(S) \) contributes asymptotically to \( E(S) \). We get that for \( \alpha > 1 \)

\[
E(S) = \Theta\left(s_1^{2-\alpha}\right) = \Theta\left(E(N)_{\text{opt}}\right) = \Theta(p^{\frac{2\alpha}{\alpha-1}})
\]

For \( \alpha < 1 \) the same argument yields

\[
E(S) = \Theta(p^{\frac{2\alpha-2}{\alpha-1}})
\]
where in this case \( q = \alpha/(2 - \alpha) < 1 \). In particular, for \( \alpha < 1 \), as \( h \) goes to infinity, \( q^h \to 0 \) and \( E(S) \) approaches the order of magnitude, \( p^{1-\alpha} \).

To compute the mean normalized waiting time when the slowdown is optimized, we first assume \( \alpha > 1 \). When we optimize slowdown all the contributions \( E_i(S) \) have the same order of magnitude, and running the previous argument in reverse shows that only \( E_h(N) \) will contribute. We have

\[
s_{h-1} = \Theta(s_{1+h}^{\alpha-1}) = \Theta(p^{1/h^{\alpha-1}})
\]

Let \( \tilde{r} = \frac{2^{\alpha-1}}{q^{\alpha-1}} \), then \( \tilde{r} < 1 \). We obtain

\[
E(N) \sim E_h(N) = \Theta(s_{h-1}^{\alpha-\alpha}) = \Theta(p^{-\alpha}p^{2-\alpha})
\]

For all \( \alpha > 1 \), \( \tilde{r} \) tends to \( \frac{2^{\alpha-1}}{q^{\alpha-1}} \), as \( h \) tends to infinity, therefore \( E(N) \) tends to \( p^{(2-\alpha)(1-\alpha)} \) as \( h \) goes to infinity.

For \( \alpha < 1 \), we similarly have \( E(N) = \Theta(s_{h-1}^{\alpha-\alpha})p^{2-\alpha}p^{2-2\alpha} = \Theta((p/s_{h-1})^{\alpha}) = \Theta(p^{1-\alpha}p^{2-\alpha}) \). For \( 1/2 < \alpha < 1 \), as \( h \) tends to infinity \( 1 - \tilde{r} \) tends to \( \frac{2\alpha-1}{\alpha+1} \) and so \( E(N) \) tends to \( p^{(2\alpha-1)(1-\alpha)} \). On the other hand, for \( \alpha < 1/2 \), \( \tilde{r} \) tends to 1 as \( h \) tends to infinity, so the waiting time becomes an arbitrarily small power of \( p \).

From these computations we conclude that for \( \alpha > 1 \) it is better to tune the cutoffs to provide optimal waiting time since they also lead to small slowdown, while optimizing slowdown does not lead to small waiting times.

On the contrary, for \( \alpha < 1/2 \) it is better to tune the system for optimal slowdown. For the range of values \( 1/2 < \alpha < 1 \), optimizing \( E(N) \) leads to relatively poor results for \( E(S) \) and vice versa. This is due to the conflicting duality properties of the objective functions in that range. This shows that one needs to choose carefully the objective function for a \textsc{SITA} system.

### 6.4. Higher loads

We consider now a load \( \rho > 1 \). For convenience, we will assume that \( \rho \) is not an integer. We define \( \tilde{h} = h - [\rho] \), where \([\rho]\) designates the integer part of \( \rho \). Let \( s_{\text{load}} \) be such that \( \lambda \int_1^{s_{\text{load}}} s^{-\alpha} ds = [\rho] \).

**Theorem 6.5.** Given a load \( \rho \), and \( \alpha > 1 \), the optimal average normalized waiting time satisfies

\[
E(N)^{\text{opt}}(\alpha, h, \rho, p) \sim s_{\text{load}}^{1-\alpha}E(N)^{\text{opt}}(\alpha, \tilde{h}, \rho - [\rho], p/s_{\text{load}})
\]

**Proof:** Consider a stable \textsc{SITA} system \( S(1) \), with cutoffs \( s_i \), such that \( p_i < 1 \). We must have \( s_i < s_{\text{load}} \), since otherwise one of the hosts will be overloaded. We conclude that the last \( h \) hosts will be responsible, at least, for all jobs in the range \([s_{\text{load}}, \tilde{p}]\). We let \( S(2) \) be the subsystem of \( S(1) \) which consists of the last \( h \) hosts and let \( S(3) \) be the system with the same hosts as \( S(2) \), but with the subset of the traffic of \( S(2) \) consisting only of jobs \( s \) with \( s_{\text{load}} \leq s \). Obviously, the waiting time of any job in \( S(2) \) will be greater or equal than in \( S(3) \) and hence the average waiting time \( E(W)_{S(2)} \geq E(W)_{S(3)} \).

We consider the average waiting time of the original system \( S(1) \). Let \( p_{\text{load}} \) be the probability that a job \( s \) has size \( s \geq s_{\text{load}} \). We have \( E(W)_{S(1)} = \sum_{i=1}^{h} p_i E(W_i) = \sum_{i=1}^{[\rho]} p_i E(W_i) + \tilde{p}E(W)_{S(2)} \), where we consider the last \( h \) hosts to be the single subsystem \( S(2) \), with probability \( \tilde{p} = 1 - \sum_{i=1}^{[\rho]} p_i \), the probability of a job of size \( s \geq s_{\text{load}} \). Since \( s_{\text{load}} > s_{[\rho]} \) we have \( p_{\text{load}} \leq \tilde{p} \) and so \( E(W)_{S(1)} \geq \tilde{p}E(W)_{S(2)} \geq p_{\text{load}}E(W)_{S(3)} \sim \tilde{s}_{\text{load}}^{1-\alpha}E(W)_{S(3)} \). The job size distribution of \( S(3) \) is a Bounded Pareto distribution with parameter \( \alpha \), restricted to the interval \([s_{\text{load}}, \tilde{p}]\). By scale invariance of the Pareto distribution this is the same as a time scaling by \( s_{\text{load}} \) of the Bounded Pareto distribution on the interval \([1, p/s_{\text{load}}]\). If we consider two systems with equal utilization, but with a time scaled job size distribution, then according to the P-K formula, the waiting time will also be time scaled. Consequently \( E(W)_{S(3)}^{\text{opt}} = s_{\text{load}}E(W)_{S(3)}^{\text{opt}}(\alpha, \tilde{h}, \rho - [\rho], p/s_{\text{load}}) \). We also note that \( E(X_p) \sim E(X_{p/s_{\text{load}}}) \). Putting together these we get the asymptotic inequality

\[
E(N)^{\text{opt}}(\alpha, h, \rho, p) \geq (1 - \epsilon)s_{\text{load}}^{1-\alpha}E(N)^{\text{opt}}(\alpha, \tilde{h}, \rho - [\rho], p/s_{\text{load}})
\]
for any given \( \epsilon > 0 \) and \( p \) large enough.

To get the reverse asymptotic inequality, we construct near optimal cutoffs. Fix any \( \epsilon > 0 \). For any \( s \), define \( \rho(s) \) to be the the load of jobs greater than \( s \), given by \( \rho(s) = \rho(\int_s^\infty s^{-\alpha}ds) / (\int_0^s s^{-\alpha}ds) \). For example, \( \rho(\text{load}) = [\rho] \). Similarly let \( p(s) \) be the portion of jobs of size at least \( s \), given by, \( p(s) = (\int_0^s s^{-\alpha-1}ds) / (\int_0^\infty s^{-\alpha-1}ds) \). We choose \( \tilde{s} \) such that \( \tilde{s} < s_{\text{load}} \), \( \rho(\tilde{s}) < \bar{h} \) and such that

\[
\tilde{s}^{1-\alpha} p(\tilde{s}) E(W)^{opt}(\alpha, \tilde{h}, \rho(\tilde{s}), p/\tilde{s}) < (1 + \frac{\epsilon}{2}) \tilde{s}_{\text{load}}^{1-\alpha} p(\text{load}) E(W)^{opt}(\alpha, \tilde{h}, \rho - [\rho], p/\text{load})
\]

for all \( p \) large enough. By the continuity of \( \rho(s) \), \( s^{1-\alpha} \) and \( p(s) \) and the continuity of \( E(W)^{opt} \) with respect to the size of the largest job such a choice is possible. We set \( s_{[\rho]} \) to be \( \tilde{s} \) and fix \( s_1, \ldots, s_{[\rho]-1} \) so that the first \( [\rho] \) hosts have equal load. Since \( \tilde{s} < s_{\text{load}} \) we know the hosts are stable and hence they provide a fixed and finite contribution to \( E(W) \). The other cutoffs are chosen to be optimal in the range \([\tilde{s}, \rho] \). Since \( E(W)^{opt}(\alpha, \tilde{h}, \rho - [\rho], p/\text{load}) \) tends to infinity with \( p \) and the first \( [\rho] \) cutoffs are fixed we have for \( p \) large enough

\[
\sum_{i=1}^{[\rho]} p_i E(W_i) = \frac{\epsilon}{2} \tilde{s}_{\text{load}}^{1-\alpha} p(\text{load}) E(W)^{opt}(\alpha, \tilde{h}, \rho - [\rho], p/\text{load})
\]

Putting the last two inequalities together yields

\[
E(N)^{opt}(\alpha, \tilde{h}, \rho, p) \leq (1 + \epsilon) \tilde{s}_{\text{load}}^{1-\alpha} E(N)^{opt}(\alpha, \tilde{h}, \rho - [\rho], p/\text{load})
\]

which together with equation (72) yields the desired result. \( \text{q.e.d} \)

6.5. Comparison with LWR

To compare the performance of SITA on Bounded Pareto distributions with that of LWR we need some order of magnitude estimates on the performance of LWR with the same workload. There is a great deal of literature on the performance of LWR in the context of heavy-tailed job size distributions. Putting together results from [24, 25, 26, 27, 31] and in particular from [28] we can conclude that if \( X \) is a Bounded Pareto distribution, with \( p \) large

\[
Pr(W_{\text{LWR}} > s) = \Theta((1 - X_e(s))^\tilde{h})
\]

(74)

The left hand side is the probability that the waiting time in a LWR queue is at least \( s \). In the right hand side \( X_e(s) \) is the stationary-excessor (or residual-lifetime) distribution associated with \( X \). It is given by \( X_e(s) = (\int_s^\infty t f(t)dt) / E(X) \). The effective number of hosts \( \tilde{h} \) is defined as before to be \( \tilde{h} = [h - \rho] + 1 \). Let \( E(N)^{\text{LWR}}(h, \rho, \alpha, p) \) be the average normalized waiting time of a LWR system. Using the above estimate a straightforward computation shows that as \( p \to \infty \) we have

1) \( E(N)^{\text{LWR}}(\tilde{h}, \rho, \alpha, p) = O(1) \), if \( \alpha \geq \frac{h+1}{\tilde{h}} \),

2) \( E(N)^{\text{LWR}}(\tilde{h}, \rho, \alpha, p) = \Theta(p^{(1-\alpha)+1}) \), if \( 1 < \alpha < \frac{h+1}{\tilde{h}} \),

3) \( E(N)^{\text{LWR}}(\tilde{h}, \rho, \alpha, p) = \Theta(p^\alpha) \), if \( \alpha < 1 \).

When \( h = 1 \), both SITA and LWR have the same order of magnitude performance as a single host. It is hard to say which is better since the estimates for LWR are rather poor.

We assume that \( \tilde{h} > 1 \). From the first item we see that for \( \alpha > \frac{h+1}{\tilde{h}} \), LWR is an asymptotically better policy than SITA. From the third item we see that for \( \alpha \leq 1 \), SITA is asymptotically better than LWR. We conclude that for a fixed load \( \rho \), given enough hosts, SITA will be asymptotically better than LWR if and only if \( \alpha \leq 1 \).

More precisely, from the second item and our analysis of SITA given in equations (64) and (71), The crossover point \( 1 < \alpha_\tilde{h} < \frac{h+1}{\tilde{h}} \), such that LWR is asymptotically better if and only if \( \alpha \geq \alpha_\tilde{h} \), satisfies

\[
(-\tilde{h}\alpha_\tilde{h} + \tilde{h} + 1) F_k(\alpha_\tilde{h}) = (2 - \alpha_\tilde{h})
\]

where \( F_k \) is the degree \( k-1 \) polynomial \( F_k(\alpha) = \sum_{m=0}^{k-1} \alpha^m (2 - \alpha) \). When \( \tilde{h} = 2 \), the polynomial \( F_2 \) degenerates to the constant function with value 2 and a short computation yields \( \alpha_2 = \sqrt{2} \), namely, for \( \alpha < \sqrt{2} \), SITA is asymptotically better. The results for average slowdown are almost identical, with negligible changes in the crossover points.
6.6. Heterogeneous hosts

We consider the case where not all hosts are equally powerful. We assume that there is a given reference host with normalized computing power of 1 unit. Following [8, 10] and others, we will assume that any job exhibits the same speed up/slowdown in processing time when moved to another host. We denote the uniform speed up/slowdown of jobs on a host in comparison with the reference host by \( v \). We assume that the speedup values \( v_j, j = 1, \ldots, h \), of hosts in the system are numbered so that they form a decreasing sequence \( v_1 \geq v_2 \geq \cdots \geq v_h \). We will assume that \( E(X) \), is computed w.r.t the reference host. When hosts are not equally powerful, the parameter set for a SITA system includes in addition to the cutoffs \( s_i \), a permutation \( \pi \) on \( 1, \ldots, h \). The permutation designates that the \( i \)'th host in the system, the host which is responsible for jobs in the range \( [s_{i-1}, s_i] \) has power \( v_{\pi(i)} \). Given a permutation \( \pi \) we can define its reverse permutation \( \pi^{rev} \) by the formula \( \pi^{rev}(i) = \pi(h - i + 1) \). We say that a system has low load if \( v_1 > \rho \).

**Theorem 6.6.** If \( \alpha > 1 \), then the identity permutation, \( id \), provides the optimal ordering of hosts. The same holds for \( \alpha < 1 \) and the permutation \( \pi^{rev} \).

**Proof:** We first consider the low load case. We recall the mean waiting time formula for equally powerful hosts with normalized strength 1, \( E(W_p) / E(X_p) \sim \sum_{i=1}^{h} f_i \alpha \). Given a permutation \( \pi \) and a strength vector \( \tilde{v} = (v_1, \ldots, v_h) \), we denote the new waiting time by \( E(W^{\pi}) \). We let \( v_1^{\pi} = v_{\pi(1)} \). If \( v_1^{\pi} < \rho \), then the cutoff \( s_1 \) is necessarily bounded and hence the optimal average normalized waiting time will have the order of magnitude corresponding to a system with less than \( h \) hosts. On the other hand, if \( v_1^{\pi} > \rho \), then as our computations show, the optimal first cutoff \( s_1(p) \) will go to infinity with \( p \) (there is no stability constraint for the first host) and consequently, the load of all other hosts will tend to 0 and stability will not be an issue when considering optimal cutoffs. This will lead to a value of \( E(N^{opt}) \) which has the same order of magnitude as that of a system of \( h \) homogeneous hosts with \( \rho < 1 \). We conclude that in the optimal ordering we have \( v_1^{\pi} > \rho \). For such permutations we have

\[
E(W_p^{\pi}) / E(X_p) \sim \sum_{i=1}^{h} f_i^{\pi} s_i^{-\alpha} s_{i-1}^{2-\alpha}
\]

where the new coefficients \( f_i^{\pi} \) are given by \( f_i^{\pi} = f_i / v_i^{\pi} \) for \( i > 1 \), while for \( i = 1 \) we have

\[
f_1^{\pi} = 1 - \rho \frac{v_1}{1 - \rho / v_1^{\pi}}
\]

This is because with respect to the reference host, the utilization of the \( i \)'th host which is originally \( \rho_i \) becomes \( \rho_i / v_i^{\pi} \), while \( E(X_i^{\pi}) / E(X_i^{\pi}) \) which also figures in the P-K formula \( E(N) = \frac{E(X_i^{\pi})}{E(X_i^{\pi})} \) remains the same. For \( i > 1 \), since \( \alpha > 1 \), we have \( \rho_i \to 0 \), so dividing \( \rho_i \) by \( v_i^{\pi} \) has no asymptotic effect on the denominator term \( 2(1 - \rho_i) \) and the formulas follow. We can now apply lemma 5.3 with

\[
c_1 = (1 - \rho) \frac{1}{v_1^{\pi}} \frac{1}{1 - \rho / v_1^{\pi}}
\]

and

\[
c_i = \frac{1}{v_i^{\pi}}
\]

for \( i > 1 \). We have

\[
\log(E(W_p^{\pi})) - \log(E(W_p)) \sim \frac{q - 1}{q - 1} (q^{h-1}) \log(1 - \rho) + \frac{q - 1}{q - 1} (q^{h-1}) \log(1 - \rho / v_1^{\pi}) + \sum_{i=1}^{h} \beta_i \log(1 - \rho / v_i^{\pi})
\]

The first term does not depend on \( v_1 \). The second term is minimized if \( \pi(1) = 1 \), since that choice maximizes \( v_1^{\pi} \). The third term is minimized when the ordering of \( v_i^{\pi} \) opposes that of \( \beta_i \). The \( \beta_i \)
form a descending sequence which means that $\frac{1}{v_a}$ should form an increasing sequence, which leads us to conclude that the sequence $v_a^+$ should be decreasing, or that $\pi$ should be the identity. Since the choices for the second and third term are consistent we are done. The result holds for $\alpha < 1$ by noting that the duality between $\alpha$ and $2 - \alpha$ still holds if for each permutation $\pi$ we consider $\pi^{rev}$ to be its dual.

For higher loads we assume that $\rho < \sum_{i=1}^{h} v_i$, otherwise the system cannot handle a load of $\rho$. We consider sub-divisions of the hosts $1, \ldots, h$ into two complementary sets $A$ and $B$. We will then be interested in orderings in which the hosts in $A$ are ordered before the hosts in $B$. If the hosts in $A$ can handle enough load so that the strongest host in $B$ is stronger than the remaining load, we will be in the light load situation which was analyzed above. More formally, we consider the following definition. Let $\rho_A = \sum_{i \in A} v_i$ be the total load that hosts in $A$ can handle. Let $b = Min(B)$ be the minimal index in $B$. By our convention that power is a decreasing function of the host index, $v_b$ will be the power of the most powerful host in $B$. We say that a sub-division is valid if $0 < \rho - \rho_A < v_b$. We let $\bar{h} = \max|B|$ where the maximum is taken over all valid sub-divisions and $|B|$ denotes the size of the set $B$. As argued in the low load case, the order of magnitude of $E(N)^{opt}$ in a sub-division will be the same as that of a homogeneous system with $|B|$ hosts, if and only if the sub-division is valid.

We say that a sub-division into $A$ and $B$ is good if $\bar{h} = |B|$. Among all valid sub-divisions, the good ones are those which can lead to the smallest order of magnitude for $E(N)^{opt}$. Let $j$ be the smallest index such that $\rho - \sum_{i=1}^{j} v_i < v_{j+1}$. Let $H$ be the set of hosts with index $i$ such that $i \leq j$. We claim that $H$ and its complement, given by indices $i$ such that $i > j$ form a good sub-division. To see this, assume that $A, B$ form a good sub-division. Assume that $a \in A$ and $b \in B$ are indices such that $a > b$ or correspondingly $v_b > v_a$. We may assume w.l.o.g that $b = Min(B)$. Consider the sub-division $\hat{A}, \hat{B}$ which is obtained by moving $a$ to $A$ and $b$ to $A$. Since $A$ and $B$ formed a good sub-division, we have $v_b > \rho - \rho_A = \rho - (\rho_\hat{A} - v_b + v_a) = \rho - \rho_\hat{A} + v_b - v_a$ which implies that $v_a > \rho - \rho_\hat{A}$, but $a \in \hat{B}$ so the sub-division $\hat{A}, \hat{B}$ is also good. We may repeat this process until all the indices in $A$ are smaller than all the indices in $B$, which means that $A$ is a prefix of the set of indices.

The set $H$ is by definition the only prefix set which can be good since it maximizes the size of its complement. Assume that $A, B$ form a valid sub-division. We choose any ordering of the hosts in $A$. We load each host in turn to nearly full utilization. This will cover jobs in the size interval $[1, s_A - \epsilon]$, where $s_A$ is such that $\int s f(s) ds = \rho_A$. By the definition of a valid sub-division the hosts in $B$ are in the low load case, once $\epsilon$ is small enough. We know from theorem 6.6 that for the best performance, the hosts in $B$ should be ordered in decreasing power order. Since the ordering in $A$ does not effect the asymptotics of performance, we also choose decreasing power order in $A$. The performance of such a system will have order of magnitude $\Theta(p^{2^{\alpha-2}}/(q^{[B]-1}))$. We see that good sub-divisions will lead to the best order of magnitude performance.

We want to show that among good sub-divisions, $H$ leads to the best performance. For this we return to our change from the sub-division $A, B$ to $\hat{A}, \hat{B}$. All elements in $A \cap \hat{A} = A \setminus A$ are used in both cases to lower load in the same fashion and so have the same effect on system performance. We may therefore simply assume that the set is empty. Similarly, load does not affect the performance coefficients $f_i^x$, $i > 1$, since the first host, $b$ in this case absorbs all the load. We conclude that it is enough to consider a two host system with hosts $a$ and $b$ such that $v_b > v_a$ and $\rho < v_a + v_b$. If we let $a$ be the first host then $c_1$ in theorem 6.6 is $\frac{1}{v_a} - \frac{1}{v_a + v_b}$ while if we let $b$ be the first host the coefficient is $\frac{1}{v_b} - \frac{1}{v_a + v_b}$, however both expressions equal to $\frac{1}{v_a + v_b - \rho}$. The difference between the two scenarios, is that when $a$ is the first host, the range for the second host is $p/s_{va}$, while if $b$ is the first host the range is $p/s_{vb}$ which is smaller, hence we get better performance. We conclude that the sub-division $\hat{A}, \hat{B}$ is preferable, which leads us to conclude that $H$ is the best sub-division, which leads us to ordering all the hosts in decreasing power order. q.e.d
6.7. The case of $\alpha = 1$

We compute the asymptotic mean normalized waiting time when $\alpha = 1$ and $\rho < 1$. The only difference from the computations for $\alpha > 1$ is in the formula for the first non normalized moment $m_1^I(I_i) = \ln(s_i) - \ln(s_{i-1})$. We have

$$\frac{m_0^I(I_i)m_2^I(I_i)}{m_1^2} \sim \left( \frac{1}{\ln^2(p)} \right) s_{i-1} s_i \quad (75)$$

Letting $s_i = p^i/h$ we see that the optimal performance satisfies $E(N^{opt}) = O(p^{1/h})$. On the other hand, expression (75) also shows that for any $\varepsilon > 0$ and any $i$ we have $s_i^{opt}(p)/s_{i-1}^{opt}(p) = O(p^{1+\varepsilon})$. This constraint together with the constraint $\Pi_{i=1}^{k} s_i/s_{i-1} = p$ implies that $\ln(s_i^{opt}(p)) \sim k \ln(p)$, which in turn leads for the optimal $s_i$ to the estimate $\frac{p}{2}(1 - \rho^{m_1^I(I_i)}) - 1 \sim \frac{p}{2(1 - \rho/h)}$. Using lemma 5.1 we get

$$E(N)^{opt} \sim \frac{p^{1/h}}{2(1 - \rho/h) \ln^2(p^{1/h})} \quad (76)$$

which is the same as the performance of a single host with job size distribution $B(p^{1/h}, 1)$ and load $\rho/h$.

Comparing theorem 3.1 with the result for $\alpha = 1$, shows that up to polylogarithmic factors, the performance of SITA on $B(p, 1)$ is the worst possible among all distributions which are bounded on the interval $[1, p]$. As we shall see later the same is true for the LW policy, however, in that case $E(N)LWR(B(p, 1)) = \Theta(p)$ regardless of $h$, hence the performance of LW is far worse than that of SITA.

6.8. Higher moments

We can compute the asymptotics of higher moments of the slowdown and normalized waiting time, when the job size distribution is Pareto. The waiting time moments for a single host are given by Takacs’ recursive formula, see [15]

$$E(W^k) = E(X) \frac{\rho}{(1 - \rho)} \sum_{i=1}^{k} \frac{1}{B_{k,i}} E(X^{i+1}) E(W^{k-i})$$

where $B_{k,i}$ denotes the binomial coefficient. Assuming that the job size distribution is $B(p, 1)$, and $k \geq 1$, we claim inductively that for $k + 1 > \alpha > 1$, $E(W^k) = \Theta(p^{k+1-\alpha})$, while for $\alpha < 1$, $E(W^k) = \Theta(p^k)$. For $k = 1$ the Takacs formula coincides with the P-K formula for which we have already done the computations which verify the claim. For $k > 1$, the term $E(X^{i+1})$ has order of magnitude $E(X^{i+1}) = \Theta(p^{i+1-\alpha})$, if $i+1 > \alpha$ and $\Theta(1)$ otherwise. We see that the dominant term in the sum must satisfy $i+1 > \alpha$ and we assume this inequality. Assume that $\alpha > 1$. The inductive hypothesis for $E(W^{k-i})$, $i < k$, implies that the product satisfies $E(X^{i+1})E(W^{k-i}) = \Theta(p^{k+2-2\alpha})$ when $k > i > \alpha - 1$ and $E(X^{i+1})E(W^{k-i}) = \Theta(p^{k+1-\alpha})$ when $k = i$. We see that the term with $k = i$ is dominant and we obtain the stronger result that

$$E(W^k) \sim \frac{\rho}{E(X)(i+1)(1 - \rho)} E(X^{k+1})$$

A similar computation for $\alpha < 1$ shows that the result also holds in that case. We can now translate this result into a computation for SITA systems. Assuming that $s_i(p)/s_{i-1}(p)$, and following the exact same procedure that led to theorem 6.1, we can use the above asymptotics to show the following corollary which for simplicity we state for $\alpha > 1$

Corollary 6.7. Assume $\alpha > 1$ and $\rho < 1$. Let

$$f^k_{1, SITA}(\alpha, \rho) = \frac{\rho}{(k+1)(1-\rho) (k+1-\alpha)^\alpha} \quad (77)$$
and let
\[ f_i^{k,\text{SITA}}(\alpha, \rho) = \frac{\rho}{k+1} \frac{(\alpha - 1)^k}{(k+1-\alpha)\alpha} \] (78)
for \( i > 1 \).

Let
\[ G^k_{\text{SITA}}(\alpha, h, \rho, p, s_1, \ldots, s_{h-1}) = \sum_{i=1}^{h} f_{SIT A}^{i-1, \alpha} \frac{k+1-\alpha}{s_i} \] (79)
Assume that for all \( i = 1, \ldots, h, \frac{s_i(p)}{s_{i-1}(p)} \rightarrow \infty \) as \( p \rightarrow \infty \), then,
\[ E(N^k(\alpha, h, \rho, p, s_1(p), \ldots, s_{h-1}(p))) \sim G^k_{\text{SITA}}(\alpha, h, \rho, p, s_1(p), \ldots, s_{h-1}(p)) \] (80)

From the corollary and lemma 5.1 we can compute the asymptotics of \( E(N^k) \) for the optimal cutoffs. We also note that from a duality standpoint it is more natural to consider another normalization of the higher moments of waiting time, namely \( E(W^k)/E(X)E(X^{k-1}) \). When \( \rho < 1 \), this normalization preserves order of magnitude under the involution which sends \( \alpha \) to \( k+1-\alpha \). We can also compute the asymptotics for \( E(S^k) = E(W^k)E(X^{k-1}) \), since we know the asymptotics of both components of the product. It is interesting to note that in this case the involution mapping \( \alpha \) to \( 1-\alpha \) preserves orders of magnitude asymptotics for all moments at once when \( \rho < 1 \).

6.9. Analysis of the SITA-V heuristics
We will analyze the asymptotic behavior of the SITA-V heuristics, suggested by Harchol-balter, Crovella and Murta in [11]. We recall the three basic heuristics for determining size cutoffs:

- The front heuristic: We consider a two server system in which the first server has strength 1, while the second server has strength \( h-1 \). We let \( s_1 \) be the optimal cutoff point for the two server system. We continue inductively to find the other cutting points, by decreasing the number of hosts by 1 and considering the job size distribution restricted to the interval \([s_1, p]\).
- The back heuristic: This is the same as the front heuristic, but the first server has strength \( h-1 \) and we find \( s_{h-1} \).
- The middle heuristic: We assume for simplicity that \( h = 2^i \) is a power of two. We consider a two host system with equally powerful hosts and let the optimal cutoff be \( s_{h/2} \). We continue the process inductively and independently on the ranges \([1, s_{h/2}]\) and \([s_{h/2}, p]\).

For the sake of asymptotic analysis of waiting times, the properties of the symmetry between \( \alpha \) and \( 2-\alpha \) implies that it is enough to consider the front and middle heuristics. We will also content ourselves with order of magnitude calculations and skip some calculational details.

**Theorem 6.8.** Assume \( \rho < 1 \), and \( \alpha > 1 \). Let \( W_f(p), W_b(p) \) and \( W_m(p) \), denote the waiting time w.r.t the front, back and middle heuristics, then
\[ W_b(p) = \Theta(W_f(p)) = \Theta(p^{(2-\alpha)/2}) \] (81)
and
\[ W_m(p) = \Omega(p^{(2-\alpha)h \log_2(1-\alpha/2)}) \] (82)

**Sketch of proof:** Since \( \rho < 1 \) we notice that changing the strength of a server to \( h-1 \) doesn’t change the order of magnitude of the waiting time or the cutoff point \( s_1 \), in either the front or back heuristic. We conclude that the waiting time of the two server system will be \( \Theta(p^{(2\alpha-2)/(q^2-1)}) = \Theta(p^{(2-\alpha)/2}) \). This is also the weighted contribution of each server individually to the average waiting time. Since the heuristics don’t decompose further one of the size intervals, the final performance will be commensurable to the performance after one step of the algorithm, hence the
first part of the theorem. For the second part, we notice that we can write the waiting time $W_2$ of a two server system as $W_2(p) = \Theta(p^{(2-\alpha)/2}) = \Theta((p^{2-\alpha}) \Theta(W_1(p))^{1-\alpha/2}$ where $W_1$ denotes the waiting time of a single server system as given by the P-K formula. In the middle heuristic we iteratively repeat the process of replacing a single server by two servers, $\log_2(h)$ times. When, $\alpha > 1$, the short job server gets essentially all the requests, so its utilization is the same as that of the entire system and its shortest job is of size 1. By the self similarity of the process and the job size distribution, we conclude that the performance of the first server which is responsible for the smallest jobs will be $\Theta(W_1(p)^{(1-\alpha/2)^{\log_2(h)}})$ which leads to the second statement. q.e.d.

When $\rho > 1$ it may happen that the middle heuristic is no better than the other two. Consider the case where $h$ is even and $\rho = (h-1)/2$. We have $h = h/2$, so the optimal waiting time will be $E(W) = \Theta(p^{(2\alpha-2)/(q^{\alpha/2}-1)})$. On the other hand, the middle policy will consider two hosts of power $h/2 > \rho$. Therefore, it will choose $s_{h/2} = \Theta((p^{2-\alpha})^{\alpha/2})$. The resulting subsystem consisting of the $h/2$ hosts, responsible for the short jobs, will have to handle a load of $\rho$. For the subsystem we have $h = 1$ and we obtain the overall waiting time of a two host system as with the other two policies.

7. Conclusion and future work

We have presented an asymptotic analysis of SITA scheduling policies. Assuming Poisson arrivals, when the job size distribution is Bounded Pareto, the performance is asymptotically described by a simple formula which is amenable to analysis. The resulting analysis defines the precise parameter boundaries in which SITA outperforms LWR. The results show that the decision as to which algorithm is better is not trivial.

For more general distributions, but still assuming Poisson arrivals, SITA provides better asymptotic performance guarantees than LWR, however, that does not mean it will outperform LWR in practice, since the constants involved decrease rapidly with the number of hosts in a LWR system. Among all distributions SITA and LWR have particular difficulties in dealing with the Pareto distribution with parameter $\alpha = 1$.

There is a symmetry between the performance with workload distribution $B(\alpha)$ and performance with $B(2-\alpha)$, when we use normalized waiting time as our performance measure. When we use slowdown as a measure the symmetry exchanges $\alpha$ and $1 - \alpha$.

In addition to the results presented in this paper, we have other results on SITA and related policies, which will be presented in forthcoming papers. We briefly overview these results.

Inspired by the methods of this paper, we have shown that under very general circumstances (Little’s law applies), the cutoffs which best balance average queue lengths among the hosts, are $h$ competitive with respect to minimizing average waiting time. This means that the average waiting time for optimal cutoffs is at most $h$ times smaller. In many (but not all) cases better competitive bounds can be produced. This is the first general competitive rule for determining cutoffs.

We have analyzed the case of $h$-asymptotics in which the load and job size distribution are held fixed, while the number of hosts is increased. This regime is called in [9] the server expansion metric. In this regime the performance of SITA is controlled by an Euler-Lagrange equation which is very similar to that of the geodesic equation in a 2-dimensional space-time. We are still exploring the consequences of this analysis. In particular, it seems that non-uniform speed-up of hosts introduces an analogue of curvature to the model.

We have analyzed a variant of SITA known as TAGS, [9], which deals with the case of unknown job sizes. For Bounded Pareto distributions, We show that at low loads the cost of not knowing the job size is at most a factor of 2, regardless of $\alpha$ or the number of hosts. However, at higher loads the TAGS policy leads to serious issues of stability which we analyze completely. We also suggest a more stable variant which combines TAGS and LWR, whose performance is close to that of SITA for all loads.

Bounded Pareto distributions serve as the basic components of more complicated distributions. For example, the bimodal and trimodal distributions which are explored in [14], are obtained from
Bounded Pareto distributions via a process of discretization. We can use the methods of the present paper to provide a complete analysis of such distributions. Other variants include the double Pareto distributions, which play a role in modeling job size distributions on the web, [16]. Again, the methods which were developed in this paper can deal with such generalizations as well.

There are several interesting directions for future research which we plan to pursue. One possibility is to merge SITA with other known methods for improving queue performance. For instance, we may replace FCFS at each server by a better performing policy such as Shortest job first. As it turns out, such a change will not change the order of magnitude performance, it will only improve the constants involved. A more interesting suggestion is to combine SITA with cycle stealing schemes, see [13] for an example of cycle stealing. While the particular scheme presented in [13] will not lower the order of magnitude, it seems that some variants can. We hope to explore this promising direction in future work.

We also feel that there is much more to explore regarding duality as an organizing principle for understanding the behavior of SITA. We have seen that for Bounded Pareto distributions, the behavior of slowdown vs. waiting time optimization, and the ordering of hosts are both controlled by duality. We believe that much of the analysis can be generalized to an analysis based on the behavior of a distribution w.r.t the involutions \(\text{inv}_B\). We also note that the involutions are strongly related to the functional equation of level 1 modular forms. In particular, some Eisenstein series, cusp forms, powers of the Theta function and powers of the Dedekind \(\eta\) function have nice symmetry properties w.r.t various involutions. We hope to use some insights from number theory to further explore duality.
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