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Abstract
In this paper we consider the management of a two layered cache, consisting of a DRAM cache and a secondary flash based cache, with the challenge of taking into account heterogeneous quality of service (QoS) requirements.

We introduce a flexible method for controlling the level of cache usage by different data extents according to their user defined priority and their ability to take advantage of cache as a resource.

We show that our method without taking priorities into account improves the cache hit ratio. When we take priorities into account, the response times of the high priority data improves, while the overall hit ratio still improves, thus our framework achieves both purposes.

Our experiments use trace data from real enterprise production systems.

We then show that our method can be combined with more classical optimization methods and still lead to improvements.

1. Introduction
An important challenge which is facing enterprise storage systems, especially in virtualized and cloud environments is Quality of Service (QoS). In many cases quality of service is defined in terms of some performance measures, such as average response time. The user requires that various portions of their data set will achieve various performance measurement targets. As an example, the user may state that data set A requires average response time of 2ms, while dataset B requires only 7ms. Depending on the type of workloads that the datasets produce, such requirements translate into cache hit ratio requirements since the disk drives of the system are usually not fast enough to support the requirements without help from the cache. In general, cache is a shared resource among all datasets. Not all datasets are equally capable of utilizing the cache. The challenge then becomes to provide appropriate portions of the cache to the different datasets, taking into account, both their needs and their ability to utilize the resources made available to them. We also need to do so in a way which is relatively easy to implement. One of the methods which have been proposed to deal with QoS is cache partitioning, (B. Laliberte 2009), in which various portions of the cache are dedicated to various subsets of data. The problem is that partitioning is not flexible and may come at the expense of lowering the hit ratio.

A third challenge is to decrease the overall miss ratio of the cache.

In the present paper we consider the challenge of providing QoS, while decreasing the overall miss rate of the cache.

For implementing a QoS policy, while also improving the overall miss ratio of a cache, we use a simple soft mechanism that allows more time in the cache to datasets that have a proven track record of being able to utilize the cache and have a high priority. Each dataset gets a score which is based on these two criteria, and is inserted into the LRU queue in a position which depends on the score. This framework is very flexible and can easily accommodate changes to the criteria.
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that one applies when deciding on the overall importance of a data set.

Another important industry trend is that enterprise storage systems have large DRAM caches. More recently, flash drives have been introduced into enterprise storage systems. Flash drives are cheaper than DRAM and perform a bit more slowly, however, they are much faster than disk drives especially when servicing non-sequential I/O requests.

This state of affairs has created the opportunity of having a two-tiered cache, consisting of a smaller DRAM portion and a larger flash portion. The issue of managing such a two-tiered cache is not new and several suggestions have been made, see (E. Bachmat 1999; T. Wong and J. Wilkes 2002; I. Koltsidas and S. Viglas 2008). We evaluate some basic strategies with our production trace data. The results show that aggressively prefetching data in the second tier leads to substantially improved hit ratios. This is in line with the results of previous studies.

Finally, we combine our framework with the two-tiered strategies and show that the results of the combination are better than either alone, both in terms of QoS and overall hit ratios.

We evaluate our framework with trace data from 5 real production systems. Detailed results are provided for the system which was most active and displayed the most complex workload. This system also displayed the most significant improvement using our framework. All 5 systems displayed some improvement in terms of hit ratio and response time showing that the method is stable and robust.

The paper is organized as follows:

Section 2 is devoted to an explanation of the components and data organization of an enterprise storage system.

In section 3 we introduce and evaluate our framework for improving hit ratios and providing QoS. We evaluate the hit ratio improvement portion against a standard LRU implementation. We then evaluate the addition of QoS considerations.

In section 4 we evaluate some basic algorithms for two layered caches, with our real production traces.

In section 5 we combine the methods of sections 3 and 4 and show improvement over both.

The work is part of a larger project that utilizes a similar framework to optimize all components of the storage system, not just the cache. As part of the larger project, the authors also worked on data configuration of secondary storage devices. Results for that portion of the project appeared in (G. Lipetz et al. 2013).

1.1 Related Work

There is an extensive literature on cache management schemes. Some basic general references include (E. Coffman and P. Denning 1973; O.I. Aven et al. 1987), where methods for improving the hit ratio such as LRU, LFU, cascading LRU, working set and many others have been considered. Cache partitioning for QoS has been considered, however, as noted above, this method is not as flexible and lowers the overall hit ratio. To the best of our knowledge a framework which simultaneously addresses both goals has not been suggested.

Issues which are related to two-tiered caching have been considered in (E. Bachmat 1999; T. Wong and J. Wilkes 2002; I. Koltsidas and S. Viglas 2008) and section 4 is the first to consider these suggestions on trace data from real enterprise level production systems.


2. Background And Preliminaries

We provide a brief general description of the architecture of the type of storage systems which concern us in this paper. The main physical system components include directors, cache memory and secondary storage devices (disk drives). Flash drives are intermediate between secondary storage and cache. In this work we consider them as secondary cache components.

2.1 Components

The computational heart of the storage system is a set of CPUs called directors, which manage incoming host requests to read and write data and direct these requests to the appropriate storage components, either cache or secondary storage, which actually keep the data.

Cache memory (DRAM) is a fast and expensive storage area. The cache (DRAM) is managed as a shared resource by the directors. The content of the cache is typically managed by a replacement algorithm which is similar to FIFO or the Least Recently Used (LRU) algorithm. Data can be prefetched in advance of user requests if there is a good probability that it will be requested in the near future. Additionally, some data may be placed permanently in cache if it is very important, regardless of how often it is used. Whatever data is not stored in cache, resides solely on secondary storage. Typically, the DRAM cache comprises a very small portion of the total storage capacity of the system, in the range of 0.1 – 1 percent.

Four basic types of operations occur in a Storage system: Read Hits, Read Misses, Write Hits, and Write Misses. A Read Hit occurs on a read operation when all data which is needed to satisfy the host I/O request is in cache. The requested data is transferred from cache to the host.

A Read Miss occurs when not all the data which is needed to satisfy the host I/O request is in cache. A director stages the block(s) containing the missing data from secondary storage and places the block(s) in a cache page. The read request is then satisfied from the cache.
The cache is also used for handling write requests. When a new write request arrives at a director, the director writes the data into one or more pages in cache. The storage system provides reliable battery backup for the cache (and usually also employs cache mirroring to write the change into two different cache boards in case a DRAM fails), so write acknowledgments can be safely sent to hosts before the page has been written (destaged) to secondary storage. This allows writes to be written to secondary storage during periods of relative read inactivity, making writing an asynchronous event, typically of low interference. This sequence of operations is also called a write hit.

In some cases the cache fills up with data which has not been written to secondary storage yet. The number of pages in cache occupied by such data is known as the write pending count. If the write pending count passes a certain threshold, the data will be written directly to secondary storage, so that cache does not fill up further with pending writes. In that case we say that the write operation was a write miss. Write misses do not occur frequently, as the cache is fairly large on most systems. A write miss leads to a considerable delay in the acknowledgment (completion) of the write request.

Not every write hit corresponds to a write I/O to secondary storage. There can be multiple write operations to the same page before it is destaged to secondary storage, resulting in write folding. Multiple logical updates to the same page are folded into a single destaging I/O to secondary storage. We will call a write operation to a secondary storage device a destage write.

The read hit ratio is the percentage of reads that were hits among all reads and similarly, the write hit ratio is the percentage of all writes which are hits. The hit ratio is the total number of I/O which were hits among all I/O.

### 2.2 Storage devices

There are several types of storage devices, typically used in enterprise storage systems. There is DRAM memory, Flash drives, FC derives and SATA drives. FC drives are typically 10K or 15K RPM spindles and SATA devices are typically 5400 or 7200 RPM, their seek times are measured in milliseconds, typically about 10ms for a SATA drive and 5ms for an FC drive. Flash drives are substantially faster than either FC or SATA drives, especially on non-sequential I/O. We will consider flash drives as an extension of the cache, since they are typically more similar in performance and throughput to DRAM rather than disk drives. Flash drives also have no moving parts and thus their performance is much less sensitive to changes in workload behavior and to the locations of I/O requests. In terms of read/write rate is the speed at which bytes can be read from the disk. For rotating disks (FC and SATA) the read/write rate of sequential data, is relatively stable and relatively close to the speed of flash drives (as compared to the difference in non sequential access overhead between SSDs and rotating disks). Flash drives have the highest throughput, although it is lower for writes than reads. This is because SSDs do not support random rewrite operations, instead they must perform erasure on a large segment of memory (a slow process), and can only program (or set) an erased block.

In terms of performance, we can think of the storage system as being tiered, with DRAM cache as the top performer (also most expensive), then the SSD drives forming a second cache tier, the FC drives are the top tier among disk drives, followed by SATA.

### 2.3 Logical Units and Extents

The data in the system is divided into user defined units, which are called logical units (LU) or volumes. An LU will typically span several GB. The LU is a unit of data which is referenced in the I/O communication between the host and the storage system. From the point of view of the storage system, the LU is divided into smaller units called Extents, which can be viewed as atomic units for storage management.

### 2.4 Verification of The Cache Management Policies

We need to verify and measure the performance of various management policies and algorithms. Since we do not have an enterprise level storage array, we developed a detailed simulation of a generic enterprise level array. Experience with a similar type of simulator which was employed during the design of Symoptimizer, (R. Arnan et al 2007), a commercially available optimization product, shows that such simulators provide reliable indications of the improvement that can be expected in an actual system. We then coupled the simulation with several real traces of data from a production array to create a realistic test environment. The simulation was designed with the storage components and logical units described above. It includes a simulation of the cache and the other storage components, although we will mostly use the portion of the simulation which is related to the cache.

### 2.5 Trace data

The simulation uses real production trace data collected from several EMC Symmetrix systems from different customers. This data is hard to collect and requires special permission from the customer. Thus, the amount of trace data is limited.

The traces that we use in the simulations are composed of items which describe each and every I/O request during an extended time period. The items corresponding to each I/O request consist of:

1. time stamp: indicating when the request was received.
2. I/O operation: read or write.
3. logical unit ID: the volume targeted by the I/O request.
4. block offset: the offset of the start of the request within the logical unit.
5. size: size of the I/O request, in blocks.

For example, a request might be to read 32 blocks from logical unit number 41, starting with block 15360 within the logical unit.

2.6 Cache

The cache is composed of cache blocks (pages) of a fixed size that typically is in the from 8 – 64 KB range. For the purposes of the present work we will concentrate on the read portion of the cache and will assume that it is of a fixed size.

3. Cache Management Policies

The simplest policy to manage the cache is Least Recently Used (LRU). We will consider LRU as the default cache management policy and use it as a benchmark for the evaluation of our suggested management policies which we now describe.

3.1 The Hit Ratio LRU (HR LRU) Policy

When the cache contains data that the user does not access frequently, then the cache is under-utilized. We want to decrease the time that such data will reside in cache. One way to do so, is to gather statistics over each data set and observe how each one of them utilizes the cache. Since gathering statistics over each block is too specific and may lead to over-fitting, we gather statistics for data units which we will call volume chunks. The volume chunk, or chunk for short, is a portion of data which can be as large as a whole LU, or a smaller data set of size 20MB to 100MB. Note that this is much larger than the cache page size that will vary from 8KB to 64KB in our evaluations. The chunk will serve as an atomic unit for the management policy. If the cache hit ratio of the volume chunk’s I/O is low then we would like to avoid leaving it inside the cache for a long time.

We first consider a cache management policy that takes into account the chunk’s hit ratio and decides accordingly where to place the data in the LRU queue. Chunks which are rarely used will be inserted towards the middle or near the head of the queue and thus will be removed from the cache via the LRU mechanism in less time. This policy does not take QoS considerations into account. For fairness data will never be inserted too close to the head of the queue.

We model the cache as an LRU managed queue of cache pages where the content of the pages comes from the different chunks. A position in the queue is given by a percentage. For example, a 30% position means that 30% of the cache pages are queued between that position and the head of the queue. A large percent corresponds to a position near the tail, hence the data in such a position will reside in cache for a relatively long time period.

The caching algorithm work as follows:

When we want to insert new data which belongs to a certain chunk and the cache is full, we remove the page (or pages) from the head of the queue and insert the data into a position in the queue according to the following prescription.

Let HR be the hit ratio of the chunk containing the data (in percentage points).

Let MinPosition be the smallest position in the cache that data may be placed in.

Let MinHR be an adjustment factor, HRPosition ← min(HR + MinHR, 100%) of cache size.

Final position ← max(MinPosition, HRPosition).

According to this formula we can see that each data receives a position of at least MinPosition of the cache size and can be placed deeper in the cache queue based on the data chunk’s hit ratio. The higher the hit ratio, the deeper in the queue the data is placed.

3.2 Approximate cache position

To implement the algorithm, we need to approximate cache positions. This can be achieved by dividing the cache LRU queue into k sub-queues (parts), numbered 1, . . . , k via pointers to the heads and tails of the parts. The tail of part i is the successor of the head of part i − 1. Let pi be the size of part i in terms of the number of pages. We will insist that for all i we have |pi − pi−1| ≤ 1. By a telescopic sum, this implies |pi − pj| < k for all 1 ≤ i, j ≤ p.

We need to keep this balance when performing the basic operations of an LRU queue. These are

1) Inserting a new item into cache. In this case, the last part k loses one item and the first part gains one item.
2) After a read hit, moving the page that was hit to the head of the queue. This means that part i in which contained the page which was hit loses a page, while part 1 gains a page.
3) Removal of a page from the queue, for example, when a page incurs a write it is moved to a different data structure which contains the dirty pages. In this operations, part i loses an item.
4) Insertion of an item into one of the parts of the queue in its head position. This means that part i has gained one item.

It is easy to verify that in all 4 cases the imbalances which may arise from these operations can be fixed in at most k steps. As an example, in case 3, one can return to the configuration before the change by shifting each of the pointers of parts 1, . . . , i, to the pointers predecessor, thus lowering parts, 1, . . . , i − 1 by 1 and adding one item to part i. This also solves case 1 which is a special case of 3. The same holds in case of a gain or loss of a page by one of the parts. If a page was lost from part i then we find a i < j such that pi = pi+1 − 1 = p i+2 − 2 = . . . =pj − (i − j) and either pj ≥ p j+1 or j = k. We then transfer as before an item from j to i via j − i pointer movements. A similar procedure is applied for a gain of a page.
If we consider an unbounded sequence of read miss operations, case 1, then we can easily see that any balancing scheme will have an amortized cost of at least \( k - 1 - \varepsilon \) pointer changes, so the scheme is optimal in the worst case.

### 3.3 Priority LRU Policy

We would like to add QoS considerations into our framework. We assume that each LU, is given a priority which we denote by \( \text{prio}(k) \), where \( k \) is the LU number. In general the priorities can have any positive values. The idea then is to assign to each piece of data from chunk \( j \) and LU \( k(j) \) a cache position that will reflect the hit ratio of chunk \( j \) and the priority of LU \( k \) to which the data belongs. We now describe the specific scenario that we considered and the specific choice of position function that we used for the purposes of our evaluation. We considered a scenario with three priority levels where \( \text{prio}(k) = 1 \) for LUs in the high priority group, \( \text{prio}(k) = 2 \) in the medium priority group and \( \text{prio}(k) = 3 \) in the low priority group. All the LUs were assigned to one of these three priorities. Note that an LU is larger than a chunk which is larger than a cache page. We will see that our framework can handle these diverse scale levels.

We would like to improve the response time of the high priority data by prolonging its stay inside the cache while avoiding holding in the cache data that is rarely being accessed. The position of newly inserted data inside the cache is decided by the following algorithm:

Let \( \text{prio}(data) = \text{prio}(k(j)) \) be the data’s priority group.

Let \( \text{HR}(data) = \text{HR}(j) \) be the hit ratio of the chunk \( j \) containing the data (in percentage points).

Let \( \text{priorityWeight} \) be a constant that represents the impact the priority has on the position of the data.

\[
\text{prioCoeff}(data) \leftarrow 1 - \frac{\text{prio}(data) - 1}{5}
\]

\[
\text{PrioPosition}(data) \leftarrow \min((\text{priorityWeight} \times (3 - \text{prio}(data))) \% + \text{HR}(data) \times \text{prioCoeff}(data)), 100\%) \text{ of cache size}
\]

\[
\text{FinalPosition} \leftarrow \max(\text{MinPosition}, \text{PrioPosition}(data))
\]

The \( \text{PrioPosition} \) calculation is composed of two parts. The first is defined solely by the data’s group priority, each data from the highest priority group receives \( 2 \times \text{priorityWeight} \%) of cache size, data from the medium priority group receives \( \text{priorityWeight} \%) \) of cache size while data from the lowest priority group does not receive any contribution from this part. The second part takes into account the hit ratio of the data’s volume chunk and the data’s group priority, for data from the high priority group this part adds its hit ratio as it is, for data from the medium priority group this part adds 80% of the data’s hit ratio and for data from the low priority group this part adds only 60% of its hit ratio to the position calculation. As in the Hit Ratio Policy case each data receives at least \( \text{MinPosition} \) of cache size. We note that the algorithm easily adjusts to having more than 3 priority groups and to any choice of monotone relation between the overall weight of a certain dataset and the position into which it is inserted. The above pseudocode, merely represents the choices that we have evaluated. We also note that the results are fairly robust in the sense that any reasonable choice of monotone function which sufficiently differentiates between the priority groups seems to give similar results.

### 3.4 Algorithm Flow

The simulation runs in time units. For the purposes of the evaluation the time unit was chosen to be 1 hour. During each time unit the simulation receives all the trace information and simulates the I/O requests in the system. For every I/O we simulate the director who checks whether the requested section of the extent exists in the cache. If it does, the I/O is considered a hit. If it does not exist, it is considered a miss and is brought into the cache based on the cache management policy from the storage component it resides in. Throughout the simulation, we aggregate statistics such as hit ratio of each volume chunk and miss ratio for each priority group every hour and update these fields.

While handling each I/O we also calculate its response time. The response time takes into account the amount of time it takes the director to search the cache for the required section. When the I/O is a miss, the time it takes to fetch the requested section from the relevant secondary storage device (disk drive) is added to the response time.

### 3.5 Experimental Evaluation

In this section we describe the experiments conducted to evaluate the HR LRU and the Priority LRU cache management policies. Our experiments are designed to examine:

- The improvement in each priority group’s miss ratio.
- The overall improvement of the miss ratio in the system.

#### 3.6 Comparison

We use the LRU policy as a benchmark in order to examine both the HR LRU and the Priority LRU cache management policies, by comparing the miss ratio for each priority group and the miss ratio for the system in total. We ran several simulations on each data trace. The simulations ran several times, each time with a different policy. The first group of simulations ran with volume chunks coinciding with LU’s, i.e. hit rate data was aggregated at the LU level. The second group of simulations ran based on 20MB extents as volume chunk, with a hit ratio now assigned to a specific 20MB extent that the data resided in. Each group was tested with cache page sizes of 8 KB and 64 KB.

### 3.7 Analysis

We had data from 5 customers. The data we present in detail is from one customer (C5) over a 24 hour period. This customer displayed the highest level of activity and the
most complex workload. Results from other customers will be described later on. This customer trace contains 187 LUs, each of size that varies from a few GB to hundreds of GB.

The data is not being accessed uniformly along the course of the simulation as there are highly active periods, and more relaxed times, as shown in figure 1. We have divided the LUs into three priority groups the following way:

- **High priority group** represents 10% of the total number of LUs. The medium priority represents 30% and the low priority 60%.

We have fixed the following algorithm parameters:

- **MinPosition** = 20%, which means that each dataset will have a position of at least 20% of the cache for the HR LRU and the Priority LRU cache management policies.
- **MinHR** = 10% we use this factor in order to give cache pages with relatively high hit ratios better positions in cache.
- **priorityWeight** = 15% this parameter which is used in the Priority LRU policy.

In order to compare between the cache management policies, we ran simulations with the following system settings:

- **Cache Size**: 5GB and 20 GB.
- **Cache page size**: 8KB and 64 KB.

The first issue we want to examine is which volume chunk size will give us better performance. When we ran simulations with 100MB as the volume chunk size the results were similar to those using the whole LU as volume chunk size.

Consequently, we ran only two sets of simulations for each trace, one with an LU being the volume chunk size and the second with 20MB as the volume chunk size.

We can see in figure [2] that the simulation with chunks of size of 20 MB gave us a modest improvement in the miss ratio of the cache throughout each time unit in the simulation in comparison to the simulation with an LU as volume chunk size. The overall improvement for the total miss ratio of the cache was around 4%.

In addition, we ran the simulations comparing 20MB as volume chunk size and LU as volume chunk size on all other customers and the results have shown that having a 20MB chunk size as a volume chunk improves the miss ratio of the cache by 1% to 4%. The improvement is expected since the data which is used for hit ratio calculations is more accurate and detailed in this case. In fact its a little surprising that the granularity level of an LU is for the most part sufficient. Nonetheless, since 20MB chunks perform better, the results led us to using the 20MB chunks for all further experiments.

We also ran several simulations with primary cache composed of cache blocks of size 8KB and 64KB. As can be seen from figure [3] there was only a slight improvement in all the cache management policies for the systems with cache block size of 64KB. The reason for the improvement is that the average I/O size tends to be bigger than 8 KB and a page of size 64 KB leads to more total hits by bringing in a bit more data.

Following our results, we have decided to run our simulations only with 64KB cache page size.

Figure [2] describes the cache miss ratio of the two sets of simulations as mentioned earlier. In graphs (a), (b) and (c) we can see the cache miss ratio for each group and for each cache management policy with 5GB primary cache. We can also observe that the miss ratio for the high priority group decreases from around 55% for the LRU and HR LRU policies to around 40% for the Priority LRU policy. In the medium priority group there is a slight improvement with the Priority LRU policy and for the low priority group this policy caused only slight damage.

As can be seen from table [1] the overall improvement achieved by the Priority LRU policy over the LRU policy for the high priority group is above 47% for both 5GB and 20GB cache sizes. Thus, we achieve the main goal of the Priority LRU algorithm, to obtain nearly optimal QoS performance. In addition, we can see that although the policy gives the priority of the data a major weight in its calculation, it still achieved between 4% to 8% improvement in the cache miss ratio of the system over LRU.

We notice that for the 5GB cache simulation we achieved only a slight improvement for the medium priority group, while in the 20GB cache simulation we have achieved an improvement of almost 15% in the total miss ratio of the cache. This underlines the conclusion we described before that the Priority LRU policy performance is dependent on the size of the cache, in the larger cache, the medium priority group had enough cache to also benefit from the additional

![Figure 1. I/O distribution throughout the simulation.](image1)

![Figure 2. Miss ratio of the cache for simulations with 20MB as volume chunk size and LU as a volume chunk size.](image2)
In this section we evaluate two-level caching policies, such as the ones considered in [E. Bachmat 1999], [T. Wong and J. Wilkes 2002], [I. Koltsidas and S. Vignas 2008], using our trace data. These methods will be combined with those of the previous section in the next section of the paper.

Our basic set-up is a primary DRAM cache, followed with a secondary flash cache which may be managed differently. The page sizes also need not be the same, with the DRAM page size. We will consider the case where the DRAM page size is smaller than the flash page size.

For every I/O, we simulate the director who checks whether the requested section of the extent exists in the cache. If it does, the I/O is considered a cache hit. If it does not exist, the director checks whether it resides in the flash cache, if it does, the I/O is considered as a flash cache hit. If it does not exist in the flash cache, it is considered a miss and is brought into the cache from the storage component it resides in according to the cache management policy, as follows:

- Layered policy - When the data of an I/O does not exist in both primary cache and flash cache, we fetch the data from the device that it resides in to the primary cache. When the data needs to be inserted to the primary cache and it is full, we empty a DRAM page according to the cache removal policy (LRU). The removed page from the first tier is inserted into the secondary flash tier. If the page size in the flash tier is larger, which is the case in our implementation (1MB), we bring the remaining aligned data from the secondary storage to fill the flash page. If the second tier cache is full before the described insertion, we remove one of the other flash pages according to the removal policy of the second tier cache.

- Dual policy - When the data of an I/O does not exist in both primary cache and flash cache, we bring the 1MB aligned data from the device that it resides in and insert the relevant data piece (8KB or 64KB) into the DRAM cache and the whole 1MB data to the flash cache. When either the primary cache or the flash cache is full, before we insert the data, we remove older data from the relevant cache according to the cache removal policy.

<table>
<thead>
<tr>
<th>Cache Miss Ratio</th>
<th>Low Priority</th>
<th>Medium Priority</th>
<th>High Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>5GB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20GB</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Total miss ratio table for each priority group and cache size.

Figure 4. Miss ratio for each priority group and cache size.

In table [2] we can see the summary of the improvements gained by Priority LRU and HR LRU policies over the LRU policy for multiple customers. As we can see, we have achieved a significant improvement in total miss ratio for the simulations with the HR LRU policy over the LRU policy.

We have also successfully achieved an improvement in the QoS, i.e. the high priority group’s miss ratio was significantly decreased with the Priority LRU cache management policy. We can also observe that in most cases we have achieved not only a QoS improvement, but also an overall system miss ratio decline of several percents.

4. Two Layered Cache Model

4.1 Two Layered Cache Management Policies

<table>
<thead>
<tr>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>LRU</td>
<td>57.28%</td>
</tr>
<tr>
<td>HR LRU</td>
<td>54.46%</td>
</tr>
<tr>
<td>Priority LRU</td>
<td>38.50%</td>
</tr>
<tr>
<td>Priority LRU Improvement</td>
<td>-13.2%</td>
</tr>
</tbody>
</table>

Table 1. Total miss ratio table for each priority group and cache size.
Table 3. All priority groups weighted miss ratio summary table over all customers

<table>
<thead>
<tr>
<th></th>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>HR LRU</td>
<td>Priority LRU</td>
</tr>
<tr>
<td>C1</td>
<td>0.5152</td>
<td>0.5083</td>
</tr>
<tr>
<td>C2</td>
<td>0.7949</td>
<td>0.7730</td>
</tr>
<tr>
<td>C3</td>
<td>0.4347</td>
<td>0.4311</td>
</tr>
<tr>
<td>C4</td>
<td>0.3444</td>
<td>0.3338</td>
</tr>
<tr>
<td>C5</td>
<td>1.0328</td>
<td>1.0691</td>
</tr>
</tbody>
</table>

(a) High Priority Group Miss Ratio

<table>
<thead>
<tr>
<th></th>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>HR LRU</td>
<td>Priority LRU</td>
</tr>
<tr>
<td>C1</td>
<td>46.77%</td>
<td>45.89%</td>
</tr>
<tr>
<td>C2</td>
<td>27.36%</td>
<td>24.86%</td>
</tr>
<tr>
<td>C3</td>
<td>16.93%</td>
<td>16.86%</td>
</tr>
<tr>
<td>C4</td>
<td>13.51%</td>
<td>11.35%</td>
</tr>
<tr>
<td>C5</td>
<td>57.18%</td>
<td>54.60%</td>
</tr>
</tbody>
</table>

(b) Medium Priority Group Miss Ratio

<table>
<thead>
<tr>
<th></th>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>HR LRU</td>
<td>Priority LRU</td>
</tr>
<tr>
<td>C1</td>
<td>20.88%</td>
<td>20.48%</td>
</tr>
<tr>
<td>C2</td>
<td>41.79%</td>
<td>40.60%</td>
</tr>
<tr>
<td>C3</td>
<td>22.53%</td>
<td>22.59%</td>
</tr>
<tr>
<td>C4</td>
<td>21.88%</td>
<td>21.59%</td>
</tr>
<tr>
<td>C5</td>
<td>60.76%</td>
<td>60.51%</td>
</tr>
</tbody>
</table>

(c) Low Priority Group Miss Ratio

<table>
<thead>
<tr>
<th></th>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>HR LRU</td>
<td>Priority LRU</td>
</tr>
<tr>
<td>C1</td>
<td>44.00%</td>
<td>44.53%</td>
</tr>
<tr>
<td>C2</td>
<td>35.53%</td>
<td>65.63%</td>
</tr>
<tr>
<td>C3</td>
<td>37.72%</td>
<td>37.56%</td>
</tr>
<tr>
<td>C4</td>
<td>30.00%</td>
<td>29.60%</td>
</tr>
<tr>
<td>C5</td>
<td>38.19%</td>
<td>56.12%</td>
</tr>
</tbody>
</table>

(d) Total Miss Ratio (over all priority groups)

<table>
<thead>
<tr>
<th></th>
<th>5 GB Cache</th>
<th>20 GB Cache</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRU</td>
<td>HR LRU</td>
<td>Priority LRU</td>
</tr>
<tr>
<td>C1</td>
<td>32.48%</td>
<td>31.48%</td>
</tr>
<tr>
<td>C2</td>
<td>45.87%</td>
<td>45.10%</td>
</tr>
<tr>
<td>C3</td>
<td>27.20%</td>
<td>26.93%</td>
</tr>
<tr>
<td>C4</td>
<td>20.47%</td>
<td>20.25%</td>
</tr>
<tr>
<td>C5</td>
<td>30.17%</td>
<td>37.77%</td>
</tr>
</tbody>
</table>

Table 2. Miss ratio summary tables over all customers

Basically the dual policy is a form of prefetching, where the prefetched data is placed in the secondary flash cache. Such prefetching makes sense since the data that is prefetched into the secondary cache is sequential to the data that was required and therefore the prefetching process is efficient in secondary storage. For example, reading 1MB of data on a
4TB SATA drive takes about 3ms. In contrast, the seek and rotational latency time is roughly 10-12 ms. Thus, bringing 1MB of data instead of 64K increases the utilization of the secondary storage device by roughly 20-25%. If the device is not highly utilized then this will lead to a small incremental addition to the average service time of the secondary device, which may easily be offset by the hit ratio gains.

5. Two Tiered Cache Management Policies

In this section we will combine the Two Tiered cache model along with its cache management algorithms with the QoS cache management policies.

5.1 Experimental Evaluation

In this section we describe the experiments conducted to evaluate the two tiered cache model with the cache management policies. Our experiments are designed to examine:

- The improvement in the total and per group miss ratios gained by the Dual policy over the Layered policy when combining it with the HR LRU and the Priority LRU cache management algorithms.
- The improvement in the system’s miss ratio when using the HR LRU and the Priority LRU cache management policies in the Two Layered cache model environment.
- The improvement in the average response time of the system when using the HR LRU and the Priority LRU cache management policies in the Two Layered cache model environment.

5.2 Comparison

In order to compare between the cache management policies in the Two Layered cache model environment, we ran simulations with the following parameter values:
- Primary cache page size of 64KB.
- Primary cache size of 5GB.
- Flash cache page size of 1MB.
- Flash cache size of 50GB.

We chose those values because they gave us the best results for the previous simulations, which we have run when evaluating the Two Layered cache model and the QoS cache management policies separately, as described in the earlier sections.

During each time unit we have calculated statistics about the miss ratio in both the primary cache and the flash cache.

5.3 Analysis

For each customer trace we ran simulations with Layered and Dual policies in combination with the LRU, HR LRU and Priority LRU cache management algorithms. As before, the data we are about to present in detail is from customer C5 that we discussed in section 3.

Figure 5. HR LRU policy miss ratio Layered vs Dual

![Figure 5. HR LRU policy miss ratio Layered vs Dual](image)

Table 4. Miss ratio summary table

<table>
<thead>
<tr>
<th></th>
<th>LRU</th>
<th>HR LRU</th>
<th>Priority LRU</th>
<th>HR LRU Improvement</th>
<th>Priority LRU Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Priority Group</td>
<td>Layered</td>
<td>20.06%</td>
<td>17.06%</td>
<td>14.13%</td>
<td>17.57%</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>12.69%</td>
<td>10.60%</td>
<td>9.18%</td>
<td>9.69%</td>
</tr>
<tr>
<td></td>
<td>Dual Improvement</td>
<td>58.12%</td>
<td>60.97%</td>
<td>53.98%</td>
<td></td>
</tr>
<tr>
<td>Medium Priority Group</td>
<td>Layered</td>
<td>33.64%</td>
<td>30.39%</td>
<td>28.90%</td>
<td>10.69%</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>21.65%</td>
<td>18.83%</td>
<td>17.25%</td>
<td>15.01%</td>
</tr>
<tr>
<td></td>
<td>Dual Improvement</td>
<td>55.37%</td>
<td>61.43%</td>
<td>67.58%</td>
<td></td>
</tr>
<tr>
<td>Low Priority Group</td>
<td>Layered</td>
<td>33.22%</td>
<td>32.05%</td>
<td>34.96%</td>
<td>3.65%</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>19.06%</td>
<td>17.98%</td>
<td>20.34%</td>
<td>6.01%</td>
</tr>
<tr>
<td></td>
<td>Dual Improvement</td>
<td>74.26%</td>
<td>78.24%</td>
<td>71.90%</td>
<td></td>
</tr>
<tr>
<td>Total System</td>
<td>Layered</td>
<td>31.37%</td>
<td>29.01%</td>
<td>29.11%</td>
<td>8.12%</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>19.20%</td>
<td>17.21%</td>
<td>17.27%</td>
<td>11.59%</td>
</tr>
<tr>
<td></td>
<td>Dual Improvement</td>
<td>63.36%</td>
<td>68.60%</td>
<td>66.55%</td>
<td></td>
</tr>
<tr>
<td>Total System Weighted</td>
<td>Layered</td>
<td>52.19%</td>
<td>47.50%</td>
<td>46.04%</td>
<td>9.87%</td>
</tr>
<tr>
<td></td>
<td>Dual</td>
<td>32.54%</td>
<td>28.67%</td>
<td>27.60%</td>
<td>13.50%</td>
</tr>
<tr>
<td></td>
<td>Dual Improvement</td>
<td>60.39%</td>
<td>65.68%</td>
<td>66.81%</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen in figure 5 and table 4, the HR LRU cache management policy improves its performance significantly when combined with the Dual policy. The improvement over the basic LRU policy combined with either the Dual or layered policy is about 10%, i.e., the improvement is independent of the improvement gained by adding the secondary flash cache and is largely independent of the management of the additional secondary cache (Dual or Layered).

The improvements gained by the HR LRU and Priority LRU policies when combined with the Layered and the Dual policies were somewhat similar, thus we chose to discuss only the improvements gained when using the Dual policy.

In table 4 we can observe a significant improvement for all the cache management algorithms, over all the priority groups, of the Dual policy over the Layered policy. These improvements range from around 55% to around 80%. We can also see that we have obtained an improvement of 8% for
In this paper we introduced cache management policies which take into account both the use of cache resources by the data and the QoS requirements of the data. The first policy, the HR LRU policy ignores QoS requirements and improves hit ratios by giving more cache space to data that uses the cache more efficiently. The second policy, the Priority LRU policy does the same but also takes into account the importance of the data. These policies also improve hit ratios, when combined with two tier management policies for handling flash based cache extensions. The amount of improvement depends on the workload of the customer, but the algorithms are robust in the sense that they improve performance across all customers that were tested.

As part of our investigation we also compared the performance of two methods (Dual and Layered) for managing two tier caches on real customer workloads. We have seen (in agreement with previous studies) that the Dual approach which amounts to aggressively prefetching data into the secondary tier is superior.

In future work we plan to consider more refined criteria for data to obtain more cache, i.e., instead of the hit ratio we will consider estimates of the derivative of the hit ratio given the current cache size. We also plan to bring together the caching algorithms of the present paper with the background placing algorithms of [G. Lipetz et al., 2013] to present an end to end optimization scheme for improving storage system performance in a QoS setting.
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