
Eli
itation of the parametersof a general ordinal sorting modelin a 
onjoint measurement setting

Mar
 Pirlot and Eda ErsekFa
ulté Polyte
hnique de MonsBelgium

Catania Workshop COST IC0602Algorithmi
 De
ision Theory April 16, 2008



Motivation

D. Bouyssou and myself (M.P.) (together with others like S. Gre
o,B. Matarazzo, R. Slowinski, Th. Mar
hant, . . . ) have been trying todevelop axiomati
 foundations for outranking methods for manyyears.And we have done so in a 
onjoint measurement framework.Why? To imitate what had been done for the additive value (utility)fun
tion model ?In a sense, the answer is �YES� but there are also good reasons . . .Axiomati
 analysis is the key to the elaborationof rigorous eli
itation methodsCatania Workshop COST IC0602 April 16, 2008 Page 2



The main virtues of an axiomati
 analysis are that

• the model is 
ompletely des
ribed by one or several system(s) ofproperties
• the axioms may provide means for testing the appli
ability of themodel

• it fo
uses the attention on primitives (e.g. tradeo�s, marginalpreferen
es, . . . ) on whi
h the eli
itation pro
edure 
an rely
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Illustration : using the Standard sequen
e method to build anadditive value fon
tion
x % y ⇔

n∑

i=1

ui(xi) ≥
n∑

i=1

ui(yi)Well-designed sequen
e of indi�eren
e judgmentsExample (Bouyssou et al. [00℄): a student buys a se
ond-handsportive 
arA standard sequen
e is used for building an (approximate) valuefun
tion on the 
riterion �a

eleration� on the basis of a standardpri
e di�eren
e: 15,000 e to 16,000 eAs a sportsman, the student is interested in des
ending under 29 se
.Two attributes 
onsidered here: pri
e and a

eleration (time neededCatania Workshop COST IC0602 April 16, 2008 Page 4



to 
over 1 km, in se
onds)The DM is asked to equilibrate a balan
e in the following 
ases inturn:

• (15,000 ; 29.5) ∼ (16,000; ?) Answer = 29.2

• (15,000 ; 29.2) ∼ (16,000; ?) Answer = 28.9

• (15,000 ; 28.9) ∼ (16,000; ?) Answer = 28.7
• . . .

• (15,000 ; 28.3) ∼ (16,000; ?) Answer = 28.1This sequen
e allows to 
onstru
t an approximation of the fun
tion

u2 re
oding the attribute �a

eleration�
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Question : Is it possible to do something similar with outrankingmethods and espe
ially with Ele
tre-Tri ?

We use a simpli�ed and axiomatized version of Ele
tre-Tri: theNon-Compensatory Sorting Model
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Summary

• The Non-Compensatory Sorting Model

• Eli
itation issues
• Eli
iting the set of satisfa
tory levels
• Eli
iting the set of su�
ient 
oalitions
• Further resear
h and perspe
tives
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The Non-Compensatory Sorting Model

What is NCSM ? Conjoint measurement model for sortingalternatives in pre-de�ned ordered 
ategories

• inspired by Ele
tre-Tri (pessimisti
 version): the assignmentof an alternative to a 
ategory is done by 
omparing thealternative to a limiting pro�le by using an outranking rule

• in 
onjoint measurement models, alternatives are usually theelements of a 
artesian produ
t.
• here, the primitive obje
t is an assignment of the alternatives inordered 
ategories, i.e. an ordered partition
• the model 
onsists in spe
ifying a parti
ular way of making theassignment (= assignment rule = model)Catania Workshop COST IC0602 April 16, 2008 Page 9



• one seeks to des
ribe 
ompletely this type of assignment by a setof 
hara
teristi
 properties (axioms)

• Developed by D. Bouyssou and Th. Mar
hant (EJOR 07, 2papers: two 
ategories & more than two 
ategories)

• Following previous work by Goldstein (JMP 91) and Gre
o et al(01), Slowinski et al (Control & Cyberneti
s 02)
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The setting

• The alternatives are all the elements of a produ
t set

X = X1 × X2 × . . . × Xn;
• interpretation: an alternative x is identi�ed to the ve
tor

(x1, . . . , xn) of its evaluations on the set N = {1, . . . , n} ofattributes

• One 
an thus build an alternative by mixing up otheralternatives x and y; for instan
e:� for a subset J ⊆ N of 
riteria, we may 
onsider z = (xJ , y−J)� and, abusing notation, we shall often 
onsider z = (xi, y−i)
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Assignment
• An assignment in two (ordered) 
ategories is an orderedbipartition of X , 〈A,U〉 with:� A denoting the set of �a

eptable� alternatives and� U denoting the set of �una

eptable� alternatives

• An assignment in r (ordered) 
ategories is a partition of X in rordered 
lasses 〈C1, . . .Cr〉 with:� C1 denoting the �worst� 
ategory of alternatives and� Cr denoting the �best� 
ategory of alternatives

In the sequel, we fo
us on sorting in 2 
ategories. Sorting in morethan 2 
ategories 
an be seen as repeated sorting in 2 
ategories
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The 
ase of sorting in two 
ategories

De�nition (Bouyssou, Mar
hant EJOR 07)An ordered partitioning 〈A,U〉 of X has a representation in theNon-Compensatory Sorting Model if
• on ea
h dimension i, there is a set Ai ⊆ Xi and

• there is a family F of subsets of N that is �nal, (i.e. I ∈ F and

J ⊇ I ⇒ J ∈ F)su
h that:

x ∈ A ⇔ {i ∈ N : xi ∈ Ai} ∈ F
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Interpretation
• Ai is the set of �satisfa
tory� levels on dimension i

• F is the family of �su�
ient 
oalitions� of 
riteria

Justi�
ation for the term �Non-Compensatory�:Very rough distin
tion among �levels� on the s
ale of ea
h 
riterion i:only two 
lasses of equivalen
e

Remark:We do not 
onsider vetoes here (while Bouyssou-Mar
hant do also
hara
terize the �Non-Compensatory Sorting Model with Veto�)
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Chara
terization result

Theorem (Bouyssou, Mar
hant EJOR 07)An ordered partitioning 〈A,U〉 of X has a representation in theNon-Compensatory Sorting Model i�
• it is linear and
• it is 2−graded
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Interpretation:
• Linearity is equivalent to assuming that relation %i, de�nedbelow, is a 
omplete preorder on ea
h Xi:

xi %i yi ⇔ [∀b−i, (yi, b−i) ∈ A ⇒ (xi, b−i) ∈ A]

• under linearity, 2−gradedness is equivalent to assuming that %ihas at most two equivalen
e 
lasses

Remark The axioms of linearity and 2−gradedness are, in prin
iple,testable
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Relationship with Ele
tre-Tri

Consider a simple version of Ele
tre-Tri (�pessimisti
 version�) inwhi
h

• there are only two 
lasses
• the preferen
e and the indi�eren
e thresholds are equal

• there are no dis
ordan
e e�e
ts
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For ea
h i, there is a semiorder Si on Xi (�at least as good� relationon Xi). A weight wi is asso
iated to ea
h 
riterion i; these weights
an be supposed to be normalized. Let λ be a number between 1/2and 1.Given a pro�le p = (p1, . . . , pn) ∈ X , Ele
tre-Tri determines that

x ∈ A ⇔
∑

i:xiSipi

wi ≥ λ

The obtained partition 〈A,U〉 is representable in the NCSM modelwith

• Ai = {xi : xiSipi}

• F = {I ⊆ N :
∑

i∈I wi ≥ λ}We also have xi ≻i yi i� xiSipi and Not [yiSipi]
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Eli
itation of Ai and F

Assumptions
• for all i, Xi is an interval (ai, bi) of the real line, with ai < bi

• the unknown partition 〈A,U〉 of X =
∏

Xi is representable inthe NCSM (testable)
• the natural order ≥i on Xi is 
ompatible with the weak order %i,i.e.

xi ≥i yi ⇒ xi %i yi
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In�uent 
riteria

De�nition A 
riterion i is in�uent if there are xi, yi ∈ Xi and

z−i ∈ X−i su
h that
(xi, z−i) ∈ A and (yi, z−i) 6∈ A

In su
h a 
ase, xi ∈ Ai and yi 6∈ Ai.Assume that we know F , the set of su�
ient 
oalitions. We 
an �ndout whi
h 
riteria are in�uent by looking at F . Indeed, i is in�uent ifthere is I ∈ F su
h that

i ∈ I and I \ {i} 6∈ F
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Note also that
(xi, z−i) ∈ A and (yi, z−i) 6∈ Aentails
(bi, z−i) ∈ A and (ai, z−i) 6∈ Asin
e ≥i on Xi = (ai, bi) is 
ompatible with %i and

bi ≥i xi >i yi ≥i ai
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Eli
iting Ai knowing F

Assume that F has been determinedRemember that Xj = (aj , bj), with aj < bj . For all J ⊆ N , let bJdenote a ve
tor of evaluations along the 
riteria in J , in whi
h allvalues are maximal (w.r.t. ≥i), i.e. equal to bj for all j ∈ J . And aJwill denote a ve
tor of evaluations on J , in whi
h all evaluations areminimal, i.e. equal to aj for all j ∈ J .Let i be an in�uent 
riterion. Then there is I ∈ F su
h that

i ∈ I and I \ {i} 6∈ FWe have:

(bI , a−I) ∈ A and (ai, bI\i, a−I) 6∈ A
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Graphi
ally,
(bI , a−I) ∈ A and (ai, bI\i, a−I) 6∈ A

i I \ i −I

I

a

b

i I \ i −I

I

a

b
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We want to determine (approximately) Ai = [zi, b−i] or ]zi, b−i], forsome zi ∈ [ai, bi]We engage into a di
hotomi
 pro
edure: let x
(1)
i be the middle of

[ai, bi]

i I \ i −I

I

a

b

x(1)Ask whether ∈ A ?
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i I \ i −I

I

a

b

x(2)

Ask whetherIf YES →

∈ A ?
i I \ i −I

I

a

b
x(2)Ask whetherIf NO →

∈ A ?
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Finally, when we have, after k steps:

• (x
(k)
i , bI\i, a−I) ∈ Ai and

• (x
(k+1)
i , bI\i, a−I) 6∈ Aiwe know that zi ∈]x

(k+1)
i , x

(k)
i ]

i I \ i −I

I

a

b

Pre
ision: ( 1
2 )k+1 × (bi − ai)
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Remarks
• In 
ase there are only �nitely many alternatives to be sorted, it ispossible to pro
eed with di
hotomization up to the point ofdetermining whether any observed level of Xi is in Ai or not

• if i is not an in�uent 
riterion, it makes no di�eren
e saying that

Ai = Xi or Ai = ∅
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Eli
iting F

In Ele
tre-Tri, it is assumed that being a su�
ient 
oalition 
anbe determined by using (normalized) weights wi and a threshold λ inthe following rule:
I ∈ F ⇔

∑

i∈I

wi ≥ λ (1)

Axioms guaranteeing the existen
e of su
h weights and threshold 
anpossibly be found but they will be hardly interpretable and testableWe 
hoose not to postulate the existen
e of wi and λ and to ta
kledire
tly the eli
itation of F
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Highly 
ombinatorial problem
23 = 8 
oalitions

b

∅

b3 b2 b 1

b

123

b23 b13 b 12

Identifying the set F of su�
ient 
oalitions ≡ �nding a �nal subsetof 2n
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Tantamount to identifying Fmin = the set of minimally su�
ient
oalitions, i.e.
Fmin ⊆ F su
h that:
• ∀J ∈ F , ∃I ∈ Fmin s.t. I ⊆ J and
• ∀I, J ∈ Fmin, I 6⊂ J

The possible Fmin are the anti
hains of 2n,⊆
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Example

∅

3 2 1

123

23 13 12

F = {3, 12, 13, 23, 123}

Fmin = {3, 12}Catania Workshop COST IC0602 April 16, 2008 Page 31



The number of anti
hains in 2n forms the integer sequen
e ofDedekind numbers (sequen
e A000372)For n = 2, there are 6 anti
hains:
∅ | 1 | 2 | 12 | 1, 2 | { } |

These numbers grow very fast :
n A0003723 204 1685 75816 78283547 2414682040998
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Looking for a needle in a hay sta
k ...

Finding a parti
ular anti
hain is a 
ombinatorial sear
h problem likee.g.

• dete
ting a false 
oin in a set using a balan
e

• Master Mind game
• Genomi
s: re
onstru
t the right sequen
ing of pie
es of genes

→ problem of �nding a parti
ular mat
hing in a graph, or aparti
ular hamiltonian 
y
le, or more generally, a parti
ularstru
ture
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E�
ien
y of the sear
h:
• False 
oin: minimal number of weighings

• Master Mind: minimal number of questions

• Genomi
s: minimal number of tests or experiments, ...Conne
tions with theory of informationReferen
es: V. Grebinski and G. Ku
herov [95 to 98℄, N. Alon et al.[02℄, N. Alon et V. Asodi [04℄, et
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E�
ient strategy for eli
iting F

Type of question 
onsidered : I ∈ F ?Under the guise:
(bI , a−I) ∈ A ?What is an e�
ient strategy?

• minimize the number of questions ?
• minimize the 
ognitive burden on the DM ? → raises thequestion of the di�
ulty of the questionsWhat about errors in answering the questions? → we negle
t thisissue
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Let us 
on
entrate on the number of questionsIt is un
ertain → minimize expe
ted number of questions → whi
hdistribution ?We assume a uniform distribution on the anti
hainsExploratory analysis:
• n = 2 and n = 3

• additional information: 3 � 2 � 1
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The 
ase of two 
riteria

Compute a de
ision tree for questioning

12
S 5/6

12
∅

{ }I 1/612

∅
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Con
lusion for n = 2On average: 2 2
3 questionsStrategy:

• ask �1 is S ? � (or �2 is S ? �)
• then,� if 1 is S, ask �2 is S ?� or �∅ is S ? �� if 1 is I, ask �2 is S ?� or �12 is S ? �
• et
.

Case n = 3 Compli
ated but feasible by hand; 20 possible Fmin
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Additional information available

Example: n = 3

and 3 � 2 � 1

Fmin 
an bea singletonor 3 and 1210 instead of 20 anti
hains ∅
12

3 121323
123
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Con
lusion

Next issues:
• 
ompute the expe
ted number of questions and the questioningstrategy for n = 3, 4; study the symmetries, the re
ursiveness, . . .

• use (or implement) 
omputer programs to solve the tree for smallbut larger n

• implement programs to integrate additional information and
ompute the 
orresponding de
ision tree and assess the redu
tionin the number of questions
• for moderate values of n, 
ombine with other eli
itationte
hniques (�nd weights 
ompatible with available info (if any)then try to redu
e indetermination through questioning)Catania Workshop COST IC0602 April 16, 2008 Page 40



• how mu
h less expressive are weights w.r.t. sets of su�
ient
oalitions when n is small ?
• �nd an upper bound for the number of questions (and analgorithm that stays beyond that bound); we have an algorithmbased on depth �rst sear
h that we suspe
t (without proof) to
ut by two (asymptoti
ally) the number of questions (2n−1).What if additional information is available?Further issues:

• explore the issue of the 
ognitive burden on the DM, i.e. takeinto a

ount the di�
ulty of the questions in the de�nition of aquestioning strategy

• introdu
e vetoes

• 
onsider more than two 
ategoriesCatania Workshop COST IC0602 April 16, 2008 Page 41


