Final #1

Mark all correct answers in each of the following questions.
1. An urn contains n balls, marked with the numbers 1,2, ..., n.

(a) Suppose first that the balls are drawn from the urn without re-
placement until at some stage 7 a ball different from ¢ is drawn or
until all balls have been drawn according to their order. Let X
be the number of drawn balls. (For example, if ball #1 is drawn
first, then ball #2 and then ball #7, then at this stage the trial is
stopped and X = 3.) Then:

1

P(X =5|X>4)=—.
n

(b) B(X) — 1.

(c) X is hypergeometrically distributed.

(d) Now suppose that the trial above is performed again and again,
until for the first time all balls are drawn. Let Y be the number
of trials. (For example, if n = 3 and in the first trial ball #2
is drawn, then balls #1 and #3 are drawn, and then balls #1,
#2 and #3 are drawn, then Y = 3.) Then Y is geometrically
distributed.

(e) B(Y) =271,

(f) Now suppose that, unlike in (a), we draw out balls until at some
stage ¢ we draw ball i. Let Z be the number of drawn balls. (For
example, if first ball #6 is drawn, then ball #1 and then ball #3,
then at this stage the trial is stopped and Z = 3.) Then:



2. A die is tossed n times. Let X be the sum of all even outcomes and
Y the sum of all outcomes not exceeding 3. For example, if n =9 and
the outcomes are 6, 2,2, 1, 1,5, 4,3, 1,then X =6+2+2+4=14
and Y =2+24+1+1+3+1=10.

P(—vn < X —2Y < /n) = 28(1/2) -1,

where @ is the standard normal distribution function.

3. The variable (X,Y) is uniformly distributed in the planar region
S={(z,y):0<z <1, 2*-1<y<1-2°}

(That is, since the area of S is 4/3, the probability of (X,Y") to assume
a value in some set S’ C S is the area of S’ divided by 4/3.) Put
T=Y/X2

(a) B(X) =73.

(b) E(Y)=0.

(c) The density function fxy of the variable XY is even (namely,

fxy(=t) = fxy(t) for every t € R).
(d) The distribution function of 7" is given by:

;7 t <0,
FT<t> :{ 2(—t+1) -

1

(e) T is symmetric around 0, and in particular E(T") = 0.



(f) In view of Chebyshev’s inequality, there exists a constant ¢ such

that: c
P(TIz 1) < -

(g) PO<Y < X|X <1/2) = 2/11.

4. Let X be a random variable.

(a) If E((X —1)*)) =3 and E((X +1)?) =5, then V(X) < 4.

(b) If X assumes only the values 1,2,..., and E(X) = p, then:
—1

P(X > 10) < ”T

(c) If X is discrete, then for every function h : R — R the random
variable h(X) is discrete as well.

(d) If X is continuous, then for every function i : R — R the random
variable h(X) is continuous as well.

(e) If X is symmetric around 0 and the moment generating function
Yx exists, then it is even (i.e., Px(—t) = ¢¥x(t) for every t € R).

(f) If the moment generating function 1 x exists and is even, then X
is symmetric around 0.

Solutions

1. The event {X > 4} occurs if balls #1, #2, #3 are drawn first, second,
third, respectively. The event {X = 5} occurs if, moreover, ball #4 is
drawn at the fourth drawing, but the fifth drawing results in some ball
different from #5. Hence:




For 1 <17 <n,let X; =1 if all 2 — 1 first balls are drawn in the correct
order and X; = 0 otherwise. Then X = Z?:l X;, and therefore

E(X) = ZE(Xi):ZP<Xi:1>

1 1 1
= 1+ -
+n+n(n—1)+n(n—1)(n—2)+
1

nn—1)(Mn-2)-...-2°
Hence, on the one hand F(X) > 1 and on the other hand

b
n(n—1)

+

E(X)§1+%+(n—2)-

It follows that F(X) — 1.

Intuitively, X has no connection to the trial based on which the hy-
pergeometric distribution is defined, so that X should not be hyperge-
ometrically distributed. (Formally, one may show this as follows. Sup-
pose X ~ H(m,a,b) for some m,a,b. Since an H(m,a,b)-distributed
variable assumes with positive probability the integer values between
max(0, m—b) and min(m, a), we must have m—b = 1 and min(m, a) =
n. Now:

am am am min(a, m)

n
E(X) = > n
(X) a+b>a+m_2max(a,m) 2 2

Since E(X) — 1, this is impossible if n is sufficiently large.)

If the trial is performed until all balls are drawn, then it is performed
until all balls show up in their natural order. As this happens with
probability 1/n!, we have Y ~ G(1/n!), and in particular E(Y') = nl.

The event {Z = n} corresponds to the event of no letter being sent to
its destination in the lazy secretary problem, but contains in addition
the outcomes in which none of the first n — 1 balls was drawn at the
stage corresponding to its number while the n-th ball was drawn at
stage n. As we have shown in class, the probability of the first type
of outcomes approaches 1/e as n — oo. The probability of the second
type is bounded above by 1/n, and hence does not change the limit.

4



Thus, only (b), (d) and (f) are true.

. Let X; denote the outcome of the i-th toss if it is even and 0 otherwise
and Y; denote the outcome of the i-th toss if it is at most 3 and 0
otherwise, 1 <17 < n. Obviously:

X = Zn:X Y = Zn:Y
=1 =1

Now 1111
EX,)==-24+--44+--6+=-0=2
(%) 6 Jr6 Jr6 +2
and 11 . 1.1
E(Y)=--14--24+--3+--0=1.
(¥:) 6 +6 +6 +2
Consequently

E(X) =2n, E(Y)=n,
and in particular E(X) = E(2Y). To find the variances we calculate

1 1 1 1 28
E(X:Y=2-.224 - . 422402 . 624202 =22
(z) 6 +6 +6 +2 3
and 1 1 1 1 7
EYH =2 224+ 424+-.6°+--0°=—.
(Z) 6 +6 +6 +2 3
Therefore
28 16 7 4
X; :——22—— Y; _——12_
so that 16 4
VIX)=S5, V) =5

and V(X) =V (2Y). Now
1 2
B(XY) = (0-1+2:240-344-040-0+6-0) =3,

and (due to independence)

E(XY)) = EX)E(Y,) =2, i#].
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Hence

2 4
B(XY) = ZXY —n-Z+n(n-1)-2) =2’ —?”,

3,7=1

which gives
Cov(X,Y)=EXY)—-EX)EY)=——.

It follows that

V(X —2Y) =V(X)+2Cov(X,—2Y) + V(-2Y)
— V(X) — 4Cov(X,Y) +4V(Y) = 16n
and Cov(X.Y 1
p(X,Y) = % =—3.
(X)V(Y) 2

Employing the central limit theorem for the variables X; — 2Y;, 1 <
1 < n, we obtain

P~/ < X —2Y < /) :P(—%g
~ ®(1/4) -

I/\
AT
N———

C1/4) 2 20(1/4) — 1.

Thus, only (a), (b) and (d) are true.

. Clearly, for 0 < zy < 1:

3 [ 3 1
POC <ag) = [ (=) = (@ = D) = o~ at
1), 2707 2
Hence 5 3
fx(@)=5—-352"  O0<z<l,



(Note that, by drawing S, it should have been clear that the distribution
of X tends to be more concentrated on the left half of the interval [0, 1],
so that F(X) < 1/2.)

By symmetry we have E(Y) = 0. Similarly, the random variable XY
is symmetric around 0, and hence its density function is even.

The variable T is obviously symmetric around 0 as well. For fixed

t > 0, the parabola y = tz? intersects the parabola y = 1 — 22 at the

: 1 t .
point NS UE Hence:

1
3 Vit 1
PT>t:PtX2<Y:—/ 1—2?—tz?)dx = ., t>0
(20 =pext<v)=1 [ o = g 2
It follows that
1 t<0
2/—t+1’ -
FT(t) - 1 (1>
11— — t >0,
24/t +1
and therefore
1 —3/2
Z(_t +1) , t <0.
fr(t) = .
7+ 1)73/2, t>0.

Even though 7' is symmetric around 0, the expectation F(7T') does not
exist as the integral ffooo tfr(t)dt does not converge absolutely.

By (1) and the symmetry of T', for ¢ > 0 we have

P(\TIZt)Z\/H—l,

so that the left hand side decays to 0 as ¢ — oo much slower than 1/¢2.
(Chebyshev’s inequality cannot be applied as T' does not have finite
expectation and variance.)



Finally:

PO<Y < X <1/2)

POSY <X|X<1/2) = P(X <1/2)

_3/4-1/2-1/2-1/2 _ 3/32 3

Fx(1/2) C11/16 227

Thus, only (b) and (c) are true.

. Under the assumptions of (a) we have

E(X):E((X+1)2;(X—1)2) :5;3:%’
and
E(XQ):E<(X+1)2+;X—1)2—2) :5+2—2:3’
so that .
V(X) = B(X?) ~ E*(X) = .

Under the assumptions of (b), X —1 is a non-negative random variable
with expectation 4 — 1. By Markov’s inequality

-1
P(Xz10):P(X—1z9)g“T.
Let X be discrete. If X assumes only the values 1, s, ..., then h(X)
assumes only the values h(x1), h(z2), ..., and hence it is discrete as well.
However, if X is any random variable and the function A is constant (or,
more generally, its image is finite or countable), then h(X) is discrete.

X is symmetric around 0 if and only if X and —X are identically
distributed, which happens (for variables having a moment generating
function) if and only if ¢¥x(t) = ¥_x(t) for every ¢ (in the domain of
tx ), which is the case if and only if ¢ x(t) = ¥x(—t) for every t.

Thus, (a), (b), (c), (e) and (f) are true.



