Final project in ICBV
Introduction
The project main idea was to check whether the vision systems that we know of, could have been shaped in the form of evolution. I’ve chosen to focus on a very small and specific problem: Is it possible to develop some sort of edge detection in a living creature using evolution? In order to check that, I’ve written an environment with “creatures”, that simulates an evolution process, and attempts to develop an edge detector.

Ideas
The idea of the project isn’t a new one. Nilson and Pelger [1] wrote a simulator that checks whether an eye shape could have been developed in the process of evolution. Many Biologists, such as Richard Dawkings [2], firmly believe in evolution and that even such a complex thing like vision could have been developed by means of natural selection.
A bit about Genetic Algorithms

The idea is to simulate an environment that mimics in someway a biological system. In our system there are “living creatures”, the Genomes. Each Genome has some parameters. There also exists a global fitness functions, which assigns each set of those parameters a value.

The value meaning is how successful the Genome is, or biologically speaking, how fit it is to the environment.
In each generation exists a Selection procedure, in which the better Genomes are more likely chosen.

There exists a Mutation procedure in which each Genome has a random probability of somehow changing its parameters.

Also there exists a Crossover procedure in which some Genomes are crossed. By crossing I mean that they create a child which inherits some of the properties of the mother and some of the father.
More about 
The Goal

Suppose that each living creature in our world has an ability to perform a linear convolution with a constant filter mask. We have seen that in the eye of the Limulus [4]. Suppose that the factors of the convolution are somehow programmed in the living creature.
Suppose that each creature needs an ability to detect edges, as it needs it to survive. The better the creature detects the edges, the better it survives. That means he has a higher fitness function.

Suppose that there exists an ideal edge detector, which is 100% correct.
Is it possible, by means of natural selection, to develop an edge detector that is based on convolution and linear mask, which gets close to the ideal edge detector?

The simulation
The Genome structure – an 3x3 matrix and a threshold parameter.

Each of the cells is in the range of [-255,255].

The threshold parameter is in the range of [0,255].
Here is an Example:
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To calculate it’s fitness we use the following process:
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Ideal edge detector

I’ve chosen mostly Canny’s edge detector [3] as an ideal edge detector. 

Also there were some times that I’ve used Prewitt and Sobel edge detectors.

Similarity

The similarity measure I’ve chosen is the following : since after the threshold both images are binary (0 or 1 in each pixel), I’ve thought of this measure:
Let I_1 and I_2 be the images from the genome edge detector and the ideal edge detector.

Similarity[I_1,I_2] = Sum [ I_1 OR I_2] / Sum [ I_1 AND I_2 ] 

Sum means the number of 1 pixels that are in the picture.

Some properties:
1) Symmetric: Sim[I_1,I_2]= Sim[I_2,I_1]

2) Range: [0,1]

3) Sim[I_1,I_1]=1;

Why this measure?

1) It doesn’t give “extra” points for two pictures that both have 0 pixel in the same place. (The assumption is that the edge is white).

This is good, since usually the number of edge pixels in the picture is small relatively to the non-edge pixels
2) It lowers points for false positive edges, and false negative edges.
False positive = edges that were detected that don’t exist.

False negative = edged that weren’t detected and they do exist.

Why not this measure?
A small movement in the picture results in a low similarity rate, since the measure takes into accounts pixels, and not the whole form. That is bad, since edge detect sometimes finds the edges in a “correct” way, but slightly moved to the left or to the right.
The pictures that were checked: (Ordered by difficulty)
1) Pic.bmp (Original, BW, Sobel, Prewitt)
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2) Guitar.bmp (Original, BW, Sobel, Prewitt)
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3) Dog.bmp(Original, BW, Sobel, Prewitt)
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Results:
It seems that after a very few number of generations the genomes learn to somehow detect edges. This is not surprising, because the Genome structure is made in a way that almost tells them how to do it.

Nevertheless, even in the easy pictures, the evolution fails to get to a high similarity rates. I’ve never seen more than 50% ratio for the best individual. 

What’s more interesting is that even when the similarity is low, we still get some impressive results, if we try to analyze them using our own eyes.

For instance - here is an example of one run on Pic.bmp.

	Generation Number
	Similarity
	The result Picture

	Generation 5
	0.11
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	Generation 10
	0.13
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	Generation 20
	0.23
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	Generation 30
	0.25
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	Generation 40
	0.27
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	Generation 80
	0.28
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	Generation 100
	0.32
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	The Ideal (Canny)

	
	1.00
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	Generation Number
	Similarity
	The result Picture

	Generation 5
	0.11
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	Generation 30
	0.13
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	Generation 60
	0.18
	[image: image24.png]




	Generation 80
	0.22
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	Generation 100
	0.23
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	The Ideal

	
	1.00
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In the harder pictures we see it’s much harder!

	Generation 10
	0.05
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	Generation 100
	0.10
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	Generation 300
	0.16
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	The Ideal (Canny)

	
	1.00
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Conclusions:
1) It seems that it easy to evolve some kind of edge detector, be it an awful one, but still good enough to understand something.
2) An edge detector for the easy pictures is easily found, but not for the hard pictures.
3) Since each of the runs takes a lot of time (about half an hour for 100 generations – when 100 generations isn’t much for evolution) , the results haven’t been thoroughly checked. Perhaps a faster computer and more time would have given more significant results.
4) It seems that the edge detector evolved from one picture behaves poorly on other pictures. This leads me to thinking whether a more appropriate way was to calculate the fitness as sum fitnesses on many images.
5) The results in terms of similarity are poor – 

There could be many reasons for that:
5.1) Canny and other edge detectors aren’t convolution based. They are far more sophisticated than that. Perhaps it isn’t possible at all to find a good filter, since we restrict ourselves to convolutions.

5.2) Perhaps the similarity measure isn’t suitable. Perhaps using another similarity it’s possible to achieve better results.
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