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COROLLARY 5.2. For some explicitly given sets \( L_1, \ldots, L_n \) we have, for every field \( \mathcal{F} \),
\[
mSP_{\mathcal{F}}(\text{Lines}) = n^{3/2} + O(n) = \Theta(n^{3/2}).
\]
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5. A function with minterms of size 2

In van Dijk (1995a) it is proved that there exists an explicit Boolean function on \( m \) variables with minterms of size 2 for which the sum of the lengths of the shares in every secret-sharing scheme is \( \Omega(m \log m) \) times the length of the secret (for every finite set of possible secrets). That is, its monotone span program complexity is \( \Omega(m \log m) \). In this section we exhibit an explicit function whose minterms are of size 2 with monotone span program complexity \( \Omega(m^{3/2}) \). Let \( L_1, \ldots, L_n \) be \( n \) subsets of \( \{1, \ldots, n\} \) such that the intersection of every two subsets is of size at most one. For example, the lines of a projective plane can be used. Given the sets \( L_1, \ldots, L_n \), we define the function \( \text{Lines} \), which has \( m = 2n \) variables denoted \( \{a_1, \ldots, a_n, b_1, \ldots, b_n\} \), and whose minterms are \( \{\{a_i, b_j\} : j \in L_i\} \).

**Theorem 5.1.** For every field \( \mathcal{F} \),

\[
m\text{SP}_\mathcal{F}(\text{Lines}) \geq \sum_{i=1}^n |L_i| .
\]

**Proof.** We prove that the family of all minterms of the function \( \text{Lines} \) is a critical family for \( \text{Lines} \). The set \( T_H \) for every minterm \( H \) is simply \( H \), and so Condition C1 is obviously satisfied.

To prove Condition C2, we take an arbitrary minterm, say \( \{a_1, b_1\} \) without loss of generality, and consider the set \( X = S_{\{a_1, b_1\}} = \{b_j : j \in L_1\} \cup \{a_i : 1 \in L_i\} \setminus \{a_1, b_1\} \). Suppose that there is some minterm \( \{a_i, b_j\} \) contained in \( X \). Now \( 1 \in L_i \) since \( a_i \in X \), and \( j \in L_1 \) since \( b_j \in X \). We also have \( 1 \in L_1 \) since \( \{a_1, b_1\} \) is a minterm, and \( j \in L_i \) since \( \{a_i, b_j\} \) is a minterm. However \( j \neq 1 \), and this contradicts the fact that the size of the intersection of \( L_1 \) and \( L_i \) is at most one. Obviously, the sets \( S_{\{a_1\}} \) and \( S_{\{b_1\}} \) do not contain any minterms either. \( \square \)

Using the lines of a projective plane or the constructions from Kővári et al. (1954), Nečiporuk (1969) and Pippenger (1980) for the sets \( L_1, \ldots, L_n \), we have \( \sum_{i=1}^n |L_i| = \tilde{n}^{3/2} + O(n) \). There exists a monotone formula for this function of size \( n^{3/2} + O(n) \) (again, take the DNF formula with a term for every minterm and group the terms that include each \( a_i \)). Thus, we show an asymptotically matching upper bound for this function.
$t \leq 4$ this follows directly from Lemma 4.3 and Lemma 4.4.

We still have to deal with the case when $t = 5$, which can only happen if $Y$ consists of three edges. Suppose (without loss of generality) that the three edges of $Y$ are $(v_1, v_2), (v_2, v_3)$ and $(v_4, v_5)$. If $z_2 \neq v_2$, then all the edges incident to $z_2$ could only be contributed to $S_Y$ by cliques that contain $(v_4, v_5)$. That would mean that the only vertices in $C_4$ and $C_5$ connected to $z_2$ in $S_Y$ are $v_4$ and $v_5$. Thus we could not get a 6-clique in $S_Y$ that contains $z_2$. Therefore, $z_2 = v_2$ must hold. Then we have by Claim 4.2 that $z_1 \neq v_1$, $z_3 \neq v_3$ and, without loss of generality, $z_5 \neq v_5$. We get a contradiction with the restriction on the edges between $C_1$ and $C_3$ as in Case 1.

We have proved that Condition C2 is also satisfied, and $K$ is a critical family for $f$. The lower bound follows from Theorem 3.3. \hfill $\square$

**Theorem 4.6.** For every field $\mathcal{F}$,

$$mSP_F(Clique_{3,n}) = \Omega(m^{2.25}),$$

$$mSP_F(Clique_{4,n}) \geq 3(n/4)^4 - O(n^2) = \Omega(m^2),$$

$$mSP_F(Clique_{5,n}) \geq 2(n/3)^3 - O(n) = \Omega(m^{1.5}).$$

The proof of this theorem is basically included in the proof of the lower bound for 6-cliques and in Lemmas 4.3 and 4.4. The bounds for $Clique_{4,n}$ and $Clique_{5,n}$ are slightly stronger (by constant factors) than the bound directly implied by Theorem 3.3. These constants are implied by the proof in Beimel *et al.* (1994). Our lower bounds for $Clique_{3,n}$ and $Clique_{4,n}$ are tight, up to constant factors.

Let us define $Clique^*_{4,n}$ to be the monotone Boolean function whose set of minterms is the set of multicolored 4-cliques defined for a fixed partition of the vertices into four classes of sizes as equal as possible. We observe that the above lower bound applies to this function as well, and is asymptotically tight in this case.

**Corollary 4.7.** Let $n = 4q$. Then, for every field $\mathcal{F}$,

$$3q^4 \leq mSP_F(Clique^*_{4,n}) \leq 3q^4 + 3q^3.$$

For the upper bound it is enough to show a monotone formula whose size is $3q^4 + 3q^3$. For this, first note that the DNF formula with a term for every clique has size $6q^4$. By grouping all the cliques with the same vertices in the first three classes, we construct a monotone formula of the desired size.
The family $\mathcal{K}$ consists of all the multicolored 6-cliques that satisfy the restriction on the edges between classes $C_1$ and $C_3$, and between $C_4$ and $C_6$. The number of such 6-cliques is $\Theta(q^5)$, thus we have $|\mathcal{K}| = \Theta(q^5) = \Theta(m^{2.5})$.

Next we show that $\mathcal{K}$ is critical for $\text{Clique}_{6,n}$. Consider any $K \in \mathcal{K}$, and denote its vertices by $v_1, \ldots, v_6$. The set $T_K$ we choose will consist of the four edges $(v_1, v_2), (v_2, v_3), (v_4, v_5), (v_5, v_6)$. Obviously, Condition C1 is satisfied.

We prove that Condition C2 holds. For $Y \subseteq T_K$, suppose the set $S_Y = \cup_{G \in \mathcal{K}, G \neq Y \# G} G \setminus Y$ contains a 6-clique $Z$ with vertices $z_1, \ldots, z_6$.

**Case 1.** Let $Y = T_K$. Notice that if both $z_2 \neq v_2$ and $z_5 \neq v_5$, then $S_Y$ does not contain an edge between $z_2$ and $z_5$, thus we have $z_2 = v_2$ or $z_5 = v_5$. The remaining possibilities are illustrated in Figure 4.1.

Suppose that only one of these equalities holds, for example $z_2 = v_2$ but $z_5 \neq v_5$. Then, by Claim 4.2, $z_1 \neq v_1$ and $z_3 \neq v_3$ must hold. The edge $(z_1, z_3)$ can only be contributed to $S_Y$ by a clique that contains the edge $(v_2, v_3)$, and similarly the edge $(z_3, z_5)$ can only be contributed to $S_Y$ by a clique that contains the edge $(v_2, v_1)$. This means that the edges $(z_1, v_3), (v_1, z_3)$ as well as the edges $(v_1, v_3)$ and $(z_1, z_3)$ appear in some member of the family $\mathcal{K}$. However, this is not possible by our restriction on the legal edges between $C_1$ and $C_3$.

Suppose now that both $z_2 = v_2$ and $z_5 = v_5$ holds. Then by Claim 4.2 we have $z_1 \neq v_1, z_3 \neq v_3, z_4 \neq v_4$ and $z_6 \neq v_6$. The edge $(z_1, z_4)$ can only be contributed by a clique that contains $(v_2, v_3)$ or $(v_5, v_6)$. This means that at least one of the edges $(z_4, v_6)$ or $(z_1, v_3)$ is legal. Similarly, from the presence in $Z$ of the edges $(z_1, z_6), (z_3, z_4)$ and $(z_3, z_6)$, respectively, we know that at least one each of $(v_4, z_6), (z_1, v_3), (z_4, v_6)$ or $(v_1, z_3), (v_4, z_6)$ or $(v_1, z_3)$, respectively, are legal edges. This means that either both $(z_4, v_6)$ and $(v_4, z_6)$ or both $(z_1, v_3)$ and $(v_1, z_3)$ are legal, and since $(v_i, v_j)$ and $(z_i, z_j)$ must be legal for all $i, j$, we get a contradiction with our restriction on the possible edges of members from $\mathcal{K}$.

**Case 2.** Let $Y \neq T_K$. In this case the edges in $Y$ cover $t$ vertices, $2 \leq t \leq 5$. We show that $S_Y$ does not even contain a $t$-clique on the $t$ classes involved. For
C1 is satisfied, since two nonadjacent edges uniquely determine a 4-clique. To see that Condition C2 holds, as in the previous lemma, let us consider \( S_Y \) for \( Y \subseteq T_H \) and suppose that it contains a 4-clique \( Z \) with vertices \( z_1, z_2, z_3, z_4 \).

If \( Y = T_H \) then, by Claim 4.2, without loss of generality we have \( z_1 \neq v_1 \). Any edges incident to \( z_1 \) could only be contributed to \( S_Y \) by cliques that contain \( (v_3, v_4) \). Thus, a clique containing \( z_1 \) would also have to contain both \( v_3 \) and \( v_4 \), which is not possible by Claim 4.2.

As in the previous lemma, if \( Y \neq T_H \) then it consists of a single edge, and \( S_Y \) does not contain a 4-clique. \( \square \)

We note that for \( k \geq 5 \) the family of all multicolored \( k \)-cliques is not critical for \( \text{Clique}_{k,n} \). For example, for \( k = 5 \), any choice of \( T_H \) for a multicolored 5-clique \( H \) with vertices \( v_1, v_2, v_3, v_4, v_5 \), must contain either the set \( Y_1 = \{(v_1, v_2), (v_1, v_3), (v_4, v_5)\} \) or \( Y_2 = \{(v_1, v_2), (v_1, v_3), (v_1, v_4), (v_1, v_5)\} \), up to renaming of the vertices. Each of the sets \( S_{Y_1} \) and \( S_{Y_2} \) contain the multicolored 5-clique on vertices \( v_1, z_2, z_3, z_4, z_5 \), where \( z_i \neq v_i \) for \( i = 2, \ldots, 5 \).

The critical families we use for proving lower bounds for 5-cliques and 6-cliques will be appropriately chosen subfamilies of multicolored cliques.

**Theorem 4.5.** For every field \( \mathcal{F} \),

\[
mSP_\mathcal{F}(\text{Clique}_{6,n}) = \Omega(m^{2.5}).
\]

**Proof.** We show that the family of minterms of the \( \text{Clique}_{6,n} \) function contains a large critical subfamily \( \mathcal{K} \). Let us assume that \( n = 6q \), and partition the set of \( n \) vertices into six classes of size \( q \). The family \( \mathcal{K} \) will be a subfamily of the multicolored 6-cliques under this partition.

For members of \( \mathcal{K} \), we restrict the edges allowed between vertices in the classes \( C_1 \) and \( C_3 \), and similarly between the classes \( C_4 \) and \( C_6 \). The legal pairs of vertices which we allow to be connected by an edge will be specified by a \( q \times q \) Boolean matrix \( N \). Between all other pairs of classes we allow arbitrary edges. The edge \((a, b)\) with \( a \in C_1 \) and \( b \in C_3 \) (\( a \in C_4 \) and \( b \in C_6 \), respectively) is allowed in a member of \( \mathcal{K} \) if and only if \( N(a, b) = 1 \). We choose \( N \) such that it does not contain any complete (all ones) \( 2 \times 2 \) submatrices. For example the incidence matrix of a projective plane has this property, and its number of ones is \( \Theta(q^{3/2}) \), with \( \Theta(q^{1/2}) \) ones in each row and column. The constructions in Kővári et al. (1954) and Nečiporuk (1969) can also be used. (The construction of matrices with similar properties for arbitrary \( q \) is described in Pippenger (1980).)
CLAIM 4.1. The vertices of $Z$ all belong to different classes, say $z_i \in C_i$, for $i = 1, \ldots, k$.

PROOF. $S_Y$ only contains edges that appear in $k$-cliques that belong to the family $\mathcal{M}$, and so contains only edges between vertices from different classes. □

We always list the vertices of a multicolored clique in the order of the partition classes.

CLAIM 4.2. For each edge $(v_i, v_j) \in Y$ at least one of $z_i \neq v_i$ or $z_j \neq v_j$ must hold.

PROOF. If $Z$ contained both $v_i$ and $v_j$ for $(v_i, v_j) \in Y$ then $Z$ could not be a $k$-clique contained in $S_Y$ since $S_Y$ does not contain an edge between $v_i$ and $v_j$. □

We are ready to construct the critical families.

LEMMA 4.3. For any partition of the $n$ vertices into three classes, the family $\mathcal{M}$ of multicolored 3-cliques is critical for $\text{Clique}_{3,n}$.

PROOF. Let $H$ be an arbitrary multicolored 3-clique (triangle), and let $T_H$ be the set of two of its edges, for example $(v_1, v_2)$ and $(v_2, v_3)$. There is only one triangle containing $T_H$, thus Condition C1 is satisfied. To see that Condition C2 holds, let us consider for $Y \subseteq T_H$ the set $S_Y = \bigcup_{G \in \mathcal{M}, G \not\in Y} G \setminus Y$, and suppose that it contains a triangle $Z$ with vertices $z_1, z_2, z_3$.

If $Y = T_H$, then $z_2 = v_2$ must hold, since there are no edges in $S_Y$ incident to any other vertex from $C_2$. By Claim 4.2 we have $z_1 \neq v_1$ and $z_3 \neq v_3$. Therefore, the edge $(z_1, z_3)$ cannot be present in $S_Y$, since all the edges of $S_Y$ are contributed by triangles that contain at least one of $v_1$ or $v_3$.

If $Y \neq T_H$, then it consists of a single edge, $(v_1, v_2)$ say. Then $S_Y$ does not contain any edge between the classes $C_1$ and $C_2$, and so, by Claim 4.1, cannot contain a triangle. □

LEMMA 4.4. Given any partition of the $n$ vertices into four classes, the family of multicolored 4-cliques is critical for $\text{Clique}_{4,n}$.

PROOF. Let $H$ be an arbitrary multicolored 4-clique, and let $T_H$ be the set of two of its nonadjacent edges, for example $(v_1, v_2)$ and $(v_3, v_4)$. Condition
indexed by $T_H$ consists of all 1’s. We show that for any $Y$, $\emptyset \neq Y \subseteq T_H$, we have $\sum_{\emptyset \neq Z \subseteq T_H} \beta_Z Q(Y, Z) = 1$.

By Condition C1 of Definition 3.1, for $A \in \mathcal{A}$ we have $A \cap T_H \neq T_H$. If $Y \subseteq T_H$ then $A \cap Y = A \cap T_H \cap Y$. By Lemma 3.4, if Equation (3.1) holds we have

$$1 = \sum_{\emptyset \neq Z \subseteq T_H} \alpha_Z = \sum_{\emptyset \neq Z \subseteq T_H, Z \cap Y \neq \emptyset} \left( \sum_{A \in \mathcal{A}, A \cap T_H = Z} \alpha_A \right) = \sum_{\emptyset \neq Z \subseteq T_H} \beta_Z Q(Y, Z),$$

and the column $T_H$ is a linear combination of the other columns of $Q$. Since $Q$ has full rank this is not possible, and so Equation (3.1) cannot hold, i.e., the vectors $c_H$ for $H \in \mathcal{H}$ are linearly independent. This concludes the proof of the theorem. \qed

4. Lower bounds for clique functions

We consider the function $\text{Clique}_{k,n}$, whose input is an undirected graph on $n$ vertices, represented by $m = \binom{n}{2}$ variables, one for each possible edge. The value of the function is 1 if and only if the graph contains a clique of size $k$.

It is known (Alon & Boppana 1987, Razborov 1985) that the monotone circuit complexity of $\text{Clique}_{k,n}$ is $2^\Theta(\sqrt{n})$ for $k = O((n/ \log n)^{2/3})$, and for fixed $k$ it is $\Omega((n/ \log n)^k)$. However, the strongest known lower bound for the monotone span program complexity of the $\text{Clique}_{k,n}$ function is our $\Omega(n^5) = \Omega(m^{2.5})$ lower bound that holds for $k \geq 6$. For $k \leq 4$, we obtain lower bounds that are tight, up to a constant factor.

For given $k$, we partition the set of $n$ vertices into $k$ classes $C_i, i = 1, \ldots, k$, of approximately equal size. We say that a $k$-clique is multicolored if each of its $k$ vertices belong to a different class. Thus a multicolored clique will never contain an edge between two vertices in the same class.

Let $\mathcal{M}$ be an arbitrary family of multicolored $k$-cliques. Let $T_K$ be some subset of the edges of the clique $K \in \mathcal{M}$. Denote the vertices of $K$ by $v_1, \ldots, v_k$, and consider for $Y \subseteq T_K$ the set $S_Y = \bigcup_{G \in \mathcal{M}, G \cap Y \neq \emptyset} G \setminus Y$. Suppose $S_Y$ contains a $k$-clique $Z$ with vertices $z_1, \ldots, z_k$.

First we present two simple but important observations that are helpful in finding critical families for clique functions.
LEMMA 3.4. If Equation (3.1) holds, then for any nonempty subset \( Y \subseteq T_H \) the following must hold.

\[
\sum_{A \in \mathcal{A}, A \cap Y \neq \emptyset} \alpha_A = 1 .
\]

PROOF. Suppose that for some \( Y \subseteq T_H \), \( \sum_{A \in \mathcal{A}, A \cap Y \neq \emptyset} \alpha_A = \gamma \neq 1 \).

Let us consider the vector

\[
c = \sum_{A \in \mathcal{A}, A \cap Y \neq \emptyset} \alpha_A c_A - c_H .
\]  

(3.2)

We have \( c \cdot M = (\gamma - 1)1 \). Thus \( 1/(\gamma - 1) \cdot c \cdot M = 1 \), and the program accepts the set of variables that label the rows corresponding to nonzero coordinates of \( c \).

Recall that each \( c_A \) has nonzero coordinates only at rows labeled by variables from \( A \). Thus, for \( A \cap Y = \emptyset \) the coordinates of \( c_A \) are zero at rows labeled by variables from \( Y \). By Equation (3.1),

\[
c = 0 - \sum_{A \in \mathcal{A}, A \cap Y = \emptyset} \alpha_A c_A .
\]

Therefore, the vector \( c \) has zero coordinates at all rows labeled by variables from \( Y \).

On the other hand, by Equation (3.2) all the nonzero coordinates of \( c \) are at rows labeled by variables that appear in some sets \( A \) such that \( A \cap Y \neq \emptyset \). Therefore, the program accepts \( S_Y = \bigcup_{A \in \mathcal{A}, A \cap Y \neq \emptyset} A \setminus Y \), that (by Definition 3.1) does not contain any minterm of \( f \). This proves the lemma. \( \Box \)

From Lemma 3.4, we get a system of linear equations in the unknowns \( \alpha_A \). We prove that this system of equations has no solution, contradicting Equation (3.1). Suppose that \( |T_H| = t \). Let us consider the following \( (2^t - 1) \times (2^t - 1) \) zero–one matrix \( Q \). The rows and columns of \( Q \) are indexed by the nonempty subsets of \( T_H \), and \( Q(Y, Z) = 1 \) if and only if \( Y \cap Z \neq \emptyset \).

**Observation 3.5.** The matrix \( Q \) has full rank over any field \( \mathcal{F} \).

(This can be shown by a simple transformation of \( Q \) to a triangular matrix, or by induction.)

We show that if Equation (3.1) holds then, taking \( \beta_Z = \sum_{A \in \mathcal{A}, A \cap T_H = Z} \alpha_A \) as a coefficient for the column \( Z \neq T_H \), we get the column indexed by \( T_H \) as a linear combination of the other columns of \( Q \). Notice that the column of \( Q \)
function $f$ is a lower bound on the size of monotone span programs computing $f$.

**Definition 3.1.** Let $f$ be a monotone Boolean function and $\mathcal{M}_f$ be the family of all of its minterms. Let $\mathcal{H} \subseteq \mathcal{M}_f$ be a subfamily of the minterms of $f$. We say that $\mathcal{H}$ is a critical family for $f$, if every $H \in \mathcal{H}$ contains a set $T_H \subseteq H$, $|T_H| \geq 2$, such that the following two conditions are satisfied.

1. The set $T_H$ uniquely determines $H$ in the family $\mathcal{H}$. That is, no other set in the family $\mathcal{H}$ contains $T_H$.

2. For any subset $Y \subseteq T_H$, the set $S_Y = \bigcup_{A \in \mathcal{H}, A \cap Y \neq \emptyset} A \setminus Y$ does not contain any member of $\mathcal{M}_f$.

Note that Condition C2 requires that $S_Y$ contains no minterm from $f$, not just none from $\mathcal{H}$.

**Observation 3.2.** If $\mathcal{H}$ is a critical family and $|T_H| = t$ for each $H \in \mathcal{H}$, then $|\mathcal{H}| \leq \binom{m}{t}$.

**Theorem 3.3.** Let $f$ be a monotone Boolean function, and let $\mathcal{H}$ be a critical subfamily of minterms for $f$. Then for every field $\mathcal{F}$,

$$m\text{SP}_\mathcal{F}(f) \geq |\mathcal{H}|.$$ 

**Proof.** Let $M$ be the matrix of a monotone span program computing $f$, and let $r$ be the number of rows of $M$. Any minterm of $\mathcal{H}$ is accepted by the program. By definition, this means that, for every $H \in \mathcal{H}$, there is some vector $c_H \in \mathcal{F}^r$ such that $c_H \cdot M = 1$, and where $c_H$ has nonzero coordinates only at rows labeled by variables from $H$. For any given $H$ there may be several such vectors, we pick one of them and denote it by $c_H$.

Since $c_H$ is taken from $\mathcal{F}^r$, the number of linearly independent vectors among the vectors $c_H$ for $H \in \mathcal{H}$ is a lower bound for $r$, i.e., for the size of the span program computing $f$. We show that all the vectors $c_H$ for $H \in \mathcal{H}$ must be linearly independent.

Suppose that this is not the case, i.e., for some $H \in \mathcal{H}$,

$$c_H = \sum_{A \in \mathcal{A}} \alpha_A c_A,$$

where $\alpha_A \in \mathcal{F}$ and $\mathcal{A} = \mathcal{H} \setminus \{H\}$.

Let us consider the set $T_H \subseteq H$ from Definition 3.1.
**Theorem 2.2.** \( mSP_{GF(2)}(\text{Non-Bipartite}_{n}) = m \), where \( m = \binom{n}{2} \).

**Proof.** We construct a monotone span program accepting exactly the non-bipartite graphs as follows. There will be \( m \) rows, each labeled by a variable. There is a column for each possible complete bipartite graph on \( n \) vertices. The column for a given complete bipartite graph contains the value 0 in each row that corresponds to an edge of the given graph and contains 1 in every other row.

This program rejects every bipartite graph \( G \). This is because \( G \) is contained in some complete bipartite graph, and so there will be a column that contains only 0’s in the rows labeled by the edges of \( G \). Therefore the vector \( 1 \) is not a linear combination of these rows.

Next we show that the program accepts every non-bipartite graph. Since the span program is monotone, it is sufficient to show that it accepts every minimal non-bipartite graph, i.e., every odd cycle. Let \( C \) be an arbitrary odd cycle. The intersection of any cycle with any complete bipartite graph has an even number of edges. So the odd cycle \( C \) has an odd number of edges which are not in any given complete bipartite graph. Hence the sum of the row vectors corresponding to all the edges in \( C \) is odd in each column, i.e., gives the vector \( 1 \) over \( GF(2) \), and so \( C \) is accepted by the span program. \( \square \)

We note that the lower bound by Razborov’s method (see Razborov 1985, Alon & Boppana 1987, Karchmer 1993) for triangles also applies to the function that accepts exactly the non-bipartite graphs, thus the monotone circuit complexity of the function \( \text{Non-Bipartite}_{n} \) is \( \Omega((n/\log n)^3) = \Omega(m^{3/2}/(\log m)^3) \).

---

**3. The Method for Proving Lower Bounds**

The idea of our technique is to show that if the size of a span program (i.e., the number of rows in the matrix) is too small, and the program accepts all the minterms of the function \( f \) then it must also accept an input that does not contain a minterm of \( f \), which means that the program does not compute \( f \). Our approach may be viewed as an application of the “fusion method” of Razborov (1989), Karchmer (1993) and Wigderson (1993).

We introduce the definition of a critical family of minterms of a monotone Boolean function. We prove that the cardinality of a critical family for a
some $x_i$ such that $\delta_i = 1$ or rows labeled by some $\tilde{x}_i$ such that $\delta_i = 0$. The span program $\hat{M}$ accepts $\delta$ if and only if $1 \in \text{span}(M_\delta)$, i.e., some linear combination of the rows of $M_\delta$ gives the vector $1$. (The row vector $1$ has the value 1 in each coordinate.) A span program computes a Boolean function $f$ if it accepts exactly those inputs $\delta$ where $f(\delta) = 1$.

A span program is called monotone if the labels of the rows are only the positive literals $\{x_1, \ldots, x_m\}$. Monotone span programs compute only monotone functions.

The size of $\hat{M}$ is the number of rows in $M$. We denote by $\text{SP}_\mathcal{F}(f)$ (respectively $\text{mSP}_\mathcal{F}(f)$) the size of the smallest span program (respectively monotone span program) over $\mathcal{F}$ that computes $f$.

A minterm of a monotone function is a minimal set of its variables with the property that the value of the function is 1 on any input that assigns 1 to each variable in the set, no matter what the values of the other variables.

We denote variables by lower case letters, and minterms (sets of variables) by upper case letters, such as $A$. Script letters, such as $\mathcal{M}$, will be used for families (sets) of sets, and bold letters for vectors.

The number of columns does not effect the size of the span program. However, we observe that it is always possible to use no more columns than the size of the program (since we may restrict the matrix to a set of linearly independent columns without changing the function that is computed). Following Karchmer & Wigderson (1993) and with this observation, we can apply Nechiporuk’s method (Nechiporuk 1966) to span programs, and get a lower bound of $\Omega(m^{3/2}/\log m)$ for an explicit function with $m$ variables. (Karchmer & Wigderson (1993) prove the same lower bound for parity branching programs, which does not imply our result.) This is the best lower bound known for the non-monotone span program complexity of an explicit function. Let $ED_n$ be the “element distinctness” function which receives $n$ numbers in the range $\{1, \ldots, n^2\}$ and decides whether all the numbers are distinct. The function $ED_n$ has $2n \log n$ Boolean variables.

**Theorem 2.1.** $\text{SP}_{GF(2)}(ED_n) = \Omega(m^{3/2}/\log m)$, where $m = 2n \log n$.

Next we present a monotone span program of linear size (exactly $m$) for a function on $m$ variables, that is known to have $\Omega(m^{3/2}/(\log m)^3)$ monotone circuit complexity (Razborov 1985, Alon & Boppana 1987, Karchmer 1993). We consider the function $\text{Non-Bipartite}_n$, whose input is an undirected graph on $n$ vertices, represented by $\binom{n}{2}$ variables, one for each possible edge. The value of the function is 1 if and only if the graph is not bipartite.
Brickell & Davenport (1991) and all the schemes described in the survey Stinson (1992).

The $\Omega(m^2/\log m)$ lower bound implied by Csirmaz (1995, 1994) for monotone span program size is the strongest previously known lower bound for an explicit function on $m$ variables. In a preliminary version of this paper (Beimel et al. 1994), we presented a method that yields quadratic lower bounds for explicit functions, improving on the bound by Csirmaz (1994). The methods presented in Beimel et al. (1994) and Csirmaz (1995, 1994) cannot give lower bounds larger than $\Omega(m^2)$.

In this paper we present a new technique for proving lower bounds for monotone span programs, which is a generalization of the method in Beimel et al. (1994). We present an $\Omega(m^{2.5})$ lower bound for an explicit function on $m$ variables. We obtain this bound for the function that is defined to have the value 1 if and only if the input graph contains a 6-clique. We present several other applications of our technique to explicit functions. Some of our bounds are asymptotically tight. Our technique allows one to prove lower bounds for monotone span programs by considering a problem in extremal set theory. A recent result Babai et al. (1996) demonstrates that our technique can yield super-polynomial lower bounds for monotone span programs. It remains open whether our method could even yield exponential lower bounds.

The paper is organized as follows. In Section 2 we give the basic definitions, an application of Nechiporuk’s method (Nechiporuk 1966) for span programs and a construction of a linear size monotone span program for accepting non-bipartite graphs. The remainder of the paper is devoted to our lower bound method for monotone span programs. In Section 3 we present the method, and in Sections 4 and 5 we present applications of the method.

2. Preliminaries

First we state the definition of the model from Karchmer & Wigderson (1993).

Let $\mathcal{F}$ be a field, and $\{x_1, \ldots, x_m\}$ be a set of variables. A span program over $\mathcal{F}$ is a labeled matrix $M(M, \rho)$ where $M$ is a matrix over $\mathcal{F}$, and $\rho$ is a labeling of the rows of $M$ by literals from $\{x_1, \ldots, x_m, \overline{x}_1, \ldots, \overline{x}_m\}$ (every row is labeled by one literal, and the same literal can label many rows).

A span program accepts or rejects an input by the following criterion. For every input sequence $\delta \in \{0, 1\}^m$ define the submatrix $M_\delta$ of $M$ consisting of those rows whose labels are set to 1 by the input $\delta$, i.e., either rows labeled by
$B$ can also reconstruct the secret. If the subsets that can reconstruct the secret are exactly those with cardinality at least a certain threshold $t$, then the scheme is called a *threshold* secret-sharing scheme. Threshold secret-sharing schemes were introduced by Blakley (1979) and Shamir (1979). Secret-sharing schemes for general Boolean functions were first defined in Ito *et al.* (1987). Given any monotone function, they show how to construct a corresponding secret-sharing scheme.

An important issue with secret-sharing schemes is the length of shares. For example, even with the more efficient schemes of Benaloh & Leichter (1990) or Simmons *et al.* (1991) and with only two possible secrets, most functions require shares of length exponential in the number of parties. Hence, even in fairly small networks, the parties will not have enough memory to store their shares (leaving aside the question of secure storage). The question of whether there exist more efficient schemes or if there exists a Boolean function with no (space-)efficient scheme is open. This problem is one of the most important open problems concerning secret-sharing. Some lower bounds on the length of the shares were proved in Karnin *et al.* (1983), Benaloh & Leichter (1990), Brickell & Davenport (1991), Capocelli *et al.* (1993), Blundo *et al.* (1996), Kilian & Nisan (1990) and van Dijk (1995a). The best lower bound was proved by Csirmaz (1995, 1994). His proof gives, for every $m$, a Boolean function with $m$ variables for which the sum of the lengths of the shares in every secret-sharing scheme is $\Omega(m^2/ \log m)$ times the length of the secret (for every finite set of possible secrets).

Small monotone span programs give rise to efficient linear secret-sharing schemes (see Brickell & Davenport 1991, Karchmer & Wigderson 1993, Bertilsen & Ingemarsson 1993). We call these schemes *linear*, since the shares are linear combinations of the secret and some random inputs. These schemes are also known as geometric schemes (see Simmons 1990, Simmons 1991, Simmons *et al.* 1991; for the equivalence see Jackson & Martin 1994). Karchmer & Wigderson (1993) proved that if there is a monotone span program of size $s$ for some function then there exists a scheme for the corresponding secret-sharing problem in which the sum of the lengths of the shares of all the parties is $s$. Therefore, every lower bound on the total size of shares in a secret-sharing scheme is also a lower bound on the size of monotone span programs for the same function. On the other hand, lower bounds for monotone span programs imply the same lower bounds for linear secret-sharing schemes (see Beimel 1992, Beimel & Chor 1994, van Dijk 1995b). Most of the known secret-sharing schemes are linear, e.g., those in Shamir (1979), Kothari (1985), Ito *et al.* (1987), Benaloh & Leichter (1990), Simmons (1990), Simmons *et al.* (1991),
of (undirected) contact schemes (for definitions, see Karchmer & Wigderson 1993). Lower bounds for span programs also imply lower bounds for formula size.

Monotone span programs have only positive literals (non-negated variables) as labels of the rows. They compute only monotone functions, even though the computation uses non-monotone linear algebraic operations. It is known that every function with a polynomial size span program over a finite field is in NC (this follows from Berkowitz 1984, Buntrock et al. 1992, Karchmer & Wigderson 1993 and Mulmuley 1987). The monotone analog of this statement does not hold: Babai et al. (1996) exhibit a function that is computable by monotone span programs whose size is linear but requires super-polynomial size monotone circuits. This result shows that we cannot expect to adapt Razborov's lower bound technique for monotone circuits (Razborov 1985, Razborov 1989) to monotone span programs.

We note that if $P \not\subseteq$ non-uniform-NC then there are functions with polynomial monotone circuit complexity that cannot be computed by polynomial size span programs over finite fields. Consider the following language $MVAL = \{(C, w) : C$ is a monotone Boolean circuit that accepts $w\}$. If $MVAL$ has a polynomial size span program over a finite field then it has a polynomial size NC circuit. Since $MVAL$ is $P$-complete, this would imply that $P \subseteq$ non-uniform-NC. On the other hand, with the proper representation $MVAL$ has polynomial size monotone circuits.

The reduction in Karchmer & Wigderson (1993) from symmetric branching programs to span programs preserves monotonicity, and thus lower bounds for monotone span programs imply lower bounds for monotone symmetric branching programs and for monotone formula size.

A different motivation for studying monotone span programs is secret-sharing schemes. A (generalized) secret-sharing scheme is a cryptographic tool in which a dealer shares a secret, taken from a finite set of possible secrets, among a set of parties such that only some predefined authorized sets of parties can reconstruct the secret. To achieve this goal the dealer distributes private shares to the parties such that any authorized subset of parties can reconstruct the secret from its shares and any non-authorized subset cannot gain even partial information about the secret (in the information-theoretic sense). The authorized sets correspond to a Boolean function $f : \{0, 1\}^m \rightarrow \{0, 1\}$, where $m$ is the number of parties, such that the authorized sets are the sets with their characteristic vectors in $f^{-1}(1)$.

A secret-sharing scheme can only exist for authorized sets specified by monotone functions: if a subset $B$ can reconstruct the secret then every superset of
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1. Introduction

Karchmer & Wigderson (1993) introduced span programs as a linear algebraic model of computation. A span program for a Boolean function is presented as a matrix over some field with rows labeled by literals of the variables, and the size of the program is the number of rows. The span program accepts an assignment if and only if the all-ones row is a linear combination of the rows whose labels are consistent with the assignment. (Definitions are given in Section 2.) The class of functions with polynomial size span programs is equivalent to the class of functions with polynomial size counting branching programs (see Buntrock et al. 1992 and Karchmer & Wigderson 1993). Span program size is a lower bound on the size of symmetric branching programs (Karchmer & Wigderson 1993). The model of symmetric branching programs is essentially the same as that