
 
 

 

Proceedings International Conference of Agricultural Engineering, Zurich, 06-10.07.2014 – www.eurageng.eu    1/5 

 
Ref: C0137 

Depth Based Fruit Detection from Viewer-Based Pose 

Ehud Barnea and Ohad Ben-Shahar, Ben-Gurion University of the Negev 

Abstract  

Seeking to accurately detect and localize fruit of any color in 3D space for selective 
agrobotical operations, we exploit data given by Time-of-Flight or RGB-D cameras and pro-
pose a novel shape-based fruit detector using a fruit pose reference frame relative to the 
viewer. Surface normals, which are shaped-based local features, are accumulated into bins 
of different shapes along the reference frame's axes. The used normals are represented us-
ing two angles from a viewer-based reference frame, to achieve a representation that is suit-
able for fruit types that are almost symmetric around an axis (e.g., bell-peppers), without hav-
ing an effect on fruit types with no axis-symmetry. Results are shown on a particularly chal-
lenging pepper dataset. 
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1 Background 

The recent advances in the production of depth cameras have made it easy to acquire depth 
information of scenes (both indoors and outdoors) in the form of RGB-D images or 3D point 
clouds.  The depth modality, which is inherently different than color and intensity, is lately 
being employed to solve many kinds of general computer vision problems, such as object 
recognition (Lai et al., 2011), object detection (Hinterstoisser et al.,2011; Spinello and Arras, 
2011), pose estimation (Shotton et al.,2013;Aldoma et al.,2011) and segmentation 
(Silberman and Fergus,2011). Seeking to improve agricultural robotics, RGB-D images were 
also used to detect several kinds of fruit (Chi and Ling, 2004; Edan et al., 2000; Hannan and 
Burks, 2004). The depth modality may be especially suited for agricultural application, as the 
shape of visible objects becomes explicit and unaffected by lighting conditions, which tend to 
vary greatly in several agricultural applications (Harrell et al., 1989). Furthermore, as fruit 
sometimes have color similar to the surrounding, shape becomes a more prominent feature 
allowing us to separate fruit from background. 
 
Inspired by recent advancements in general computer vision and previously suggested fruit 
detection systems (Kapach et al., 2012), our proposed detector attempts to exploit the shape 
of the fruit using a reference frame directed to the viewing position and construct a represen-
tation that is based on this reference frame. More specifically, we construct a feature vector 
by processing surface normal angles accumulated into histograms of the bins they fall in, 
which are calculated relative to that frame. In what follows we discuss the relevant back-
ground, followed by an elaborate description of our suggested algorithm and display detec-
tion results over a challenging bell-pepper dataset. 
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1.1 Employing the depth modality 

The depth modality has been applied to most kinds of computer vision problems, even more 
so following the release of the Kinect camera. This kind of data, in contrast to plain RGB, 
enables a much easier calculation of various things such as the separation of foreground 
from background (by thresholding distances), floor detection and removal (by finding the 
dominant plane in the scene (Aldoma et al.,2011)), segmentation of non-touching objects (by 
identifying and removing the floor (Aldoma et al.,2011)), or the estimation of surface normals 
and curvature (e.g., by fitting planes to 3D points in small neighborhoods (Rusu, 2010)). 
 
In previous studies, depth images were often treated as intensity images (Spinello and Arras, 
2011; Janoch et al., 2011), allowing them to be used with previous algorithms requiring regu-
lar images. Exploiting surface normals as well, Hinterstoisser et al. (Hinterstoisser et al., 
2012) recently suggested a combined similarity measure by considering both image gradi-
ents and surface normals. This was done to combine the qualities of color with depth, as 
strong edges are prominent mostly on object silhouettes, whereas the normals make explicit 
the shape between silhouettes.   
 

1.2 RGB-D object and fruit detection 

Object detection in color images has been a subject of research for many years. With the 
introduction of depth data to the field new challenges emerge, such as how to properly use 
this kind of data, or how it may be used in conjunction with RGB data to combine the spatial 
characteristics of both channels. See Figure 1 for an example of a registered pair of color 
image and depth image taken from our pepper dataset. 
 
In a recent indoor RGB-D object detection dataset presented by Janoch et al. (Janoch et al., 
2011), a baseline was suggested employing the popular part-based detector by 
Felzenszwalb et al. (Felzenszwalb and McAllester, 2008). Taking object's parts into account, 
this model is a variant of the HoG algorithm (Dalal and Triggs, 2005) that combines a sliding 
window approach together with a representation based on histograms of edge orientations. 
This detector was employed by running it on depth images while treating them as intensity 
images. The results indicated that applying this algorithm to color images always gives better 
results than applying it over depth images, which can be seen to suggest that the depth in-
formation should be regarded differently than color. Tang et al. (Tang et al., 2012) also used 
the HoG formulation, but with histograms of surface normals that are characterized by two 
spherical angles. 
 
Apart from object detection research, more than a few recognition algorithms have been 
suggested. Due to the different nature of the problem, only one object is visible and some-
times segmentation is assumed. Seeking to employ such algorithms for the problem of de-
tection, Kim et al. (Kim et al., 2013) suggested examining a small set of segmentation hy-
potheses. A part-based model generalized to 3D is used together with HoG features and 
other 3D features of the segmented objects. This scheme results in a feature vector contain-
ing both color features and 3D features, which gives better results in most categories. 
 
Depth information was also previously utilized to detect specific types of fruit. An algorithm by 
Jimenez et al. (Jimenez et al., 2000) exploits the spherical shape of oranges by looking for 
and aggregating a set of local primitive that are likely to belong to spherical objects. Monta 
and Namba (Monta and Namba, 2003) on the other hand, combined between the depth and 
color by improving a standard color algorithm with the addition of depth in order detect toma-
toes. They start by detecting red pixels, which easily separates tomato bunches from the 
background, and then depth is employed to distinguish between specific tomatoes. 
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2 Feature vector construction 

We incorporate our design of feature vectors into the well-known “sliding window” principle. A 
given depth image is represented as a 3D point cloud (a set of points in 3D), and is efficiently 
scanned with a fixed-sized box for which the existence of fruit is examined. To do so, a fea-
ture vector is constructed using the points inside a box, and a SVM machine-learning classi-
fier is used to classify the vector as either representing fruit or not. Since a single fruit is usu-
ally present in several boxes, very close boxes that are found to contain fruit are merges us-
ing the mean-shift algorithm. In the following subsections we will describe the feature vector 
construction process.   

2.1 Reference frame calculation 

By going over every possible box in space, we are guaranteed that every fruit will coincide 
with a box such that the center of the fruit and the center of the box will be very close. There-
fore, a reference frame based in the center of the box can be regarded as a frame in the cen-
ter of a fruit. More formally, for a given box with center point , seen from viewpoint , we 

construct a frame based at point  from vectors  defined as: 

 

 

 
Examining different fruit translations, when the position of a fruit varies so as the visible por-
tion. The defined reference frame is constructed such that vector  will always go through 
the visible portion of the fruit. While the choice of viewer-based or fixed  is irrelevant for 
non-axial-symmetric fruit, it allows us to construct a partially translation invariant feature vec-
tor when applied to axial-symmetric fruit, as will be clarified below.  

2.2 Binning scheme 

Points inside the 3D box are distributed into a 2D array of equally sized bins according to 

distances between each point and the reference axes. More specifically, a point  is placed 
in a bin according to two distances - Euclidean distance from the point  and the plane 
spanned by vectors  and  (passing through ), and angular distance between the vec-
tor  (connecting the box's center to the point) and the vector . 
Following the placement of points to bins, the surface normal at each point is calculated for a 
small neighborhood around the point by fitting a plane to neighboring points (the normal of 
which is an estimation of the surface normal at that point). The estimated normals of all the 
points in each bin are accumulated into two 1D angle histograms. The first histogram is for 
the angles between surface normal and the vector  and the second is for angles between 

surface normal and the vector  (connecting the box's center to the point). The histo-
grams of all the bins are concatenated to form a vector, which we can then use for SVM 
training or classification.  
Since one of the angles in the representation of normals is defined relative to the  vector, 
and  depends only on horizontal translations, the angle from  is not affected by hori-
zontal translations when an axis-symmetric fruit is roughly positioned such that the axis is 
pointing upwards.  
 

3 Experimental results 

We evaluate the results of our suggested approach on a dataset of 100 images taken at a 
greenhouse and containing both red and green bell-peppers together with 3D ground truth 
annotations of fruit boxes. Our detector is executed over all the dataset images, and after a 
short pruning phase that disregards dark areas with no highlights, it goes on to seek both red 
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and green peppers. Since the dataset contains highly occluded peppers, it is tested only on 
those that are at least 50% visible, and a suggested detection is considered true when the 
suggested box overlaps a ground truth box (in the case of several suggested boxes overlap-
ping the ground truth only one suggestion is deemed correct). The results are depicted in 
Figure 2, in which the precision and recall curve is displayed, so for a specific system one 
may choose the wanted relation between precision and recall. 

4 Conclusions  

We have presented a fruit detector based on local 3D shape features calculated relative to a 
viewer-based reference frame. The proposed detector is able to detect the 3D location of fruit 
regardless of color and is partially invariant to translations under certain conditions. Good 
results were achieved over a challenging dataset of both green and red bell-peppers, show-
ing that automatically picking such fruit is possible. A main direction for future research is the 
incorporation of color. While the usage of color may not help much when all peppers are 
green, when dealing with a combination of both green and red fruit it may lead to better re-
sults should the color of non-green fruit is incorporated into the detection process. 
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Figure 1: A pair of registered color and depth image pair. Darker depth represents a shorter distance 
from the camera 

 

 

Figure 2: Precision and recall curve over the entire pepper dataset 


