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#### Abstract

This paper addresses the basic question of how well a tree can approximate distances of a metric space or a graph. Given a graph, the problem of constructing a spanning tree in a graph which strongly preserves distances in the graph is a fundamental problem in network design. We present scaling distortion embeddings where the distortion scales as a function of $\epsilon$, with the guarantee that for each $\epsilon$ simultaneously, the distortion of a fraction $1-\epsilon$ of all pairs is bounded accordingly. Quantitatively, we prove that any finite metric space embeds into an ultrametric with scaling distortion $O(\sqrt{1 / \epsilon})$. For the graph setting, we prove that any weighted graph contains a spanning tree with scaling distortion $O(\sqrt{1 / \epsilon})$. These bounds are tight even for embedding into arbitrary trees. These results imply that the average distortion of the embedding is constant and that the $\ell_{2}$ distortion is $O(\sqrt{\log n})$. For probabilistic embedding into spanning trees we prove a scaling distortion of $\tilde{O}\left(\log ^{2}(1 / \epsilon)\right)$, which implies constant $\ell_{q}$-distortion for every fixed $q<\infty$.
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1. Introduction. The problem of embedding general metric spaces into tree metrics with small distortion has been central to the modern theory of finite metric spaces. Such embeddings provide an efficient representation of the complex metric structure by a very simple metric. Moreover, the special class of ultrametrics (rooted trees with equal distances to the leaves) plays a special role in such embeddings [Bar96, BLMN05]. Such an embedding provides an even more structured representation of the space which has a hierarchical structure [Bar96]. Probabilistic embedding into ultrametrics has led to algorithmic applications for a wide range of problems (see [Ind01]).

An important problem in network design is to find a tree spanning the network, represented by a graph, which provides good approximation of the metric defined with the shortest path distances in the graph. Different notions have been suggested to quantify how well distances are preserved, e.g., routing trees and communication trees $\left[\mathrm{WLB}^{+} 98\right]$. The papers [AKPW95, EEST05] study the problem of constructing a spanning tree with low average stretch, i.e., low average distortion over the edges of the tree. It is natural to define our measure of quality for the embedding to be its average distortion over all pairs, or alternatively the more strict measure of its

[^0]$\ell_{2}$-distortion. Such notions are very common in most practical studies of embeddings (see, for example, [HS00, HFC00, $\left.\mathrm{AS}^{2} 3, \mathrm{HBK}^{+} 03, \mathrm{ST} 04, \mathrm{TC} 04\right]$ ). We recall the definitions from [ABN06]. Given two metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ an injective mapping $f: X \rightarrow Y$ is called an embedding of $X$ into $Y$. An embedding is noncontractive if for any $u \neq v \in X: d_{Y}(f(u), f(v)) \geq d_{X}(u, v)$. For a noncontractive


Definition 1.1 ( $\ell_{q}$-distortion). For $1 \leq q \leq \infty$, define the $\ell_{q}$-distortion of an embedding $f$ as

$$
\operatorname{dist}_{q}(f)=\mathbb{E}\left[\operatorname{dist}_{f}(u, v)^{q}\right]^{1 / q}
$$

where the expectation is taken according to the uniform distribution over $\binom{X}{2}$. The classic notion of distortion is expressed by the $\ell_{\infty}$-distortion and the average distortion is expressed by the $\ell_{1}$-distortion.

Besides $q=\infty$ and $q=1$, the case of $q=2$ is a natural measure. It is related to the notion of stress which is a standard measure in multidimensional scaling methods [KW78, Kru64]. See [ABN06] for more information regarding the $\ell_{q}$ distortion.

Definition 1.2 (partial/scaling embedding). Given two metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$, a partial embedding is a pair $(f, P)$, where $f$ is a noncontractive embedding of $X$ into $Y$, and $P \subseteq\binom{X}{2}$. The distortion of $(f, P)$ is defined as $\operatorname{dist}(f, P)=$ $\sup _{\{u, v\} \in P} \operatorname{dist}_{f}(u, v)$. For $\epsilon \in[0,1)$, a $(1-\epsilon)$-partial embedding is a partial embedding such that $|P| \geq(1-\epsilon)\binom{n}{2} .{ }^{1}$ Given two metric spaces $\left(X, d_{X}\right)$ and $\left(Y, d_{Y}\right)$ and a function $\alpha:[0,1) \rightarrow \mathbb{R}^{+}$, we say that an embedding $f: X \rightarrow Y$ has scaling distortion $\alpha$ if for any $\epsilon \in[0,1)$, there is some set $P(\epsilon)$ such that $(f, P(\epsilon))$ is a $(1-\epsilon)$-partial embedding with distortion at most $\alpha(\epsilon)$.

The notion of average distortion is tightly related to that of embedding with scaling distortion $\left[K S W 04, \mathrm{ABC}^{+} 05\right]$, as shown by the following lemma proved in [ABN06].

Lemma 1.3. Given an $n$-point metric space $\left(X, d_{X}\right)$ and a metric space $\left(Y, d_{Y}\right)$. If there exists an embedding $f: X \rightarrow Y$ with scaling distortion $\alpha$, then

$$
\operatorname{dist}_{q}(f) \leq\left(2 \int_{\frac{1}{2}\binom{n}{2}^{-1}}^{1} \alpha(x)^{q} d x\right)^{1 / q}
$$

We prove the following theorems.
Theorem 1.4. Any n-point metric space embeds into an ultrametric with scaling distortion $O(\sqrt{1 / \epsilon})$. In particular, its $\ell_{q}$-distortion is $O(1)$ for any fixed $1 \leq q<2$, $O(\sqrt{\log n})$ for $q=2$, and $O\left(n^{1-2 / q}\right)$ for any fixed $2<q \leq \infty$.

THEOREM 1.5. Any weighted graph of size $n$ contains a spanning tree with scaling distortion $O(\sqrt{1 / \epsilon})$. In particular, its $\ell_{q}$-distortion is $O(1)$ for any fixed $1 \leq q<2$, $O(\sqrt{\log n})$ for $q=2$, and $O\left(n^{1-2 / q}\right)$ for any fixed $2<q \leq \infty$.

The tightness of our results follows from a lower bound in $\left[\mathrm{ABC}^{+} 05\right]$. We show in section 5 that the bounds in Theorems 1.4 and 1.5 are tight for the $n$-cycle, even for embeddings into arbitrary tree metrics.

A probabilistic embedding is a distribution $\mathcal{F}$ over noncontracting embeddings, and the distortion of the pair $\{u, v\}$ is $\operatorname{dist}_{\mathcal{F}}(u, v)=\mathbb{E}_{f \in \mathcal{F}}\left[\frac{d_{Y}(f(u), f(v))}{d_{X}(u, v)}\right]$. The notion

[^1]of scaling distortion is extended to probabilistic embedding in the obvious way. We obtain an equivalent result for probabilistic embedding into spanning trees.

Theorem 1.6. Any weighted graph of size $n$ probabilistically embeds into a spanning tree with scaling distortion $\tilde{O}\left(\log ^{2} 1 / \epsilon\right)$. In particular, its $\ell_{q}$-distortion is $O(1)$ for any fixed $1 \leq q<\infty$. $^{2}$
1.1. Related work. Embedding metrics into trees and ultrametrics was introduced in the context of probabilistic embedding in [Bar96]. Other related results on embedding into ultrametrics include work on metric Ramsey theory [BLMN05], multi-embeddings [BM03], and dimension reduction [BM02]. Embedding an arbitrary metric into a tree metric requires $\Omega(n)$ distortion in the worst case even for the metric of the $n$-cycle [RR98]. It is a simple fact [HPM06, BLMN05, Bar96] that any $n$-point metric embeds in an ultrametric with distortion $n-1$. However, the known constructions are not scaling and have average distortion linear in $n$.

The probabilistic embedding theorem [FRT03, Bar04] (improving earlier results of [Bar96, Bar98]) states that any $n$-point metric space probabilistically embeds into an ultrametric with distortion $O(\log n)$. This result has been the basis for many algorithmic applications (see [Ind01]). This theorem implies the existence of a single ultrametric with average distortion $O(\log n)$ (a constructive version was given in [Bar04]). This bound was later improved with the analysis of $\left[\mathrm{ABC}^{+} 05\right]$, as we discuss below.

The study of partial embedding and embedding with scaling distortion was initiated by Kleinberg, Slivkins, and Wexler [KSW04] and later studied in [ABC ${ }^{+} 05$, ABN06]. Abraham et. al $\left[\mathrm{ABC}^{+} 05\right]$ prove that any finite metric space probabilistically embeds in an ultrametric with scaling distortion $O(\log (1 / \epsilon))$ implying constant average distortion. As mentioned above, since the distortion is bounded in expectation, this result implies the existence of a single ultrametric with constant average distortion but does not bound the $\ell_{2}$-distortion. In [ABN06] we have studied in depth the notions of average distortion and $\ell_{q}$-distortion and their relation to partial and scaling embeddings. Our main focus was the study of optimal scaling embeddings for embedding into $L_{p}$ spaces. For embedding of metrics into ultrametrics, we mentioned that partial embeddings exist with distortion $O(\sqrt{1 / \epsilon})$ matching the lower bound from $\left[\mathrm{ABC}^{+} 05\right]$. Theorem 1.4 significantly strengthens this result by providing an embedding with scaling distortion. That is, the bound holds for all values of $0<\epsilon<1$ simultaneously and therefore the embedding has bounded $\ell_{q}$-distortion as given by Lemma 2.2.

It is a basic fact that the minimum spanning tree (MST) in an $n$-point weighted graph preserves the (shortest paths) metric associated with the graph up to a factor of $n-1$ at most. This bound is tight for the $n$-cycle. Alas, in general the MST does not have scaling distortion and may have linear average distortion. ${ }^{3}$ Alon et al. [AKPW95] studied the problem of computing a spanning tree of a graph with small average stretch (over the edges of the graph). This can also be viewed as the dual of probabilistic embedding of the graph metric in spanning trees. Their work was significantly improved by Elkin et al. [EEST05], who show that any weighted graph contains a spanning tree with average stretch $O\left(\log ^{2} n \log \log n\right)$. Further improvements by [ABN08, AN12] gave a near optimal $\tilde{O}(\log n)$ bound. This result can also be rephrased in terms of the average distortion (but not the $\ell_{2}$-distortion) over all

[^2]pairs. For spanning trees, this paper gives the first construction with constant average distortion.

We remark that the result of Theorem 1.6 was obtained before the improvements of [ABN08, AN12], and while it seems possible that it could be improved to $\tilde{O}(\log (1 / \epsilon))$ using the new ideas of these papers, there are some technical complications, and therefore we have decided not to pursue this direction here.

Following our work, [ELR07] showed that Theorem 1.5 resolves a conjecture of [DPK82] from 1982 on cycle bases. The weight of a strictly fundamental cycle basis for a spanning tree $T$ of a graph $G=(V, E)$ is essentially $\sum_{(u, v) \in E} d_{T}(u, v)$ (up to a factor of 2), and Deo, Prabhu and Krishnamoorthy conjectured that for any unweighted graph there exists a spanning tree for which this quantity is bounded by $O\left(n^{2}\right)$. Our result gives a stronger bound, that $\sum_{(u, v) \in E} d_{T}(u, v)+\sum_{(u, v) \notin E} \frac{d_{T}(u, v)}{d(u, v)} \leq O\left(n^{2}\right)$.
1.2. Discussion of techniques. Theorem 1.4 uses partitioning techniques similar to those used in the context of the metric Ramsey problem [BBM06, BLMN05]. However, in our case we need to provide an argument for the existence of a partition which simultaneously satisfies multiple conditions, each for every possible value of $\epsilon$. Theorem 1.5 builds on the technique above together with the Elkin et al. [EEST05] method to construct a spanning tree. A straightforward application of this approach loses an extra $O(\log n)$ factor and hence does not give a scaling distortion depending solely on $\epsilon$. The loss in the Elkin et al. approach stems from the need to bound the diameter in the recursive construction of the spanning tree. In each level of the construction we may allow only a very small increase as these get multiplied in the bound on the total blowup in the overall diameter. In their original work [EEST05] the increase per level is $\Theta(1 / \log n)$, which translates to a multiplicative factor in the distortion. In our case we show that the increase can exponentially decrease along the levels. This indeed guarantees a good blowup in the overall diameter but is awful in terms of the distortion. We apply a new technique for bounding the diameter which allows us to limit the number of levels involved. On the other hand, it is clear that for every value of $\epsilon$ there is a limited number of levels for which the distortion requirement imposes new constraints. The proof then proceeds to carefully balance these different arguments. Theorem 1.6 uses essentially the same ideas but in a probabilistic embedding setting.
2. Preliminaries. Consider a finite metric space $(X, d)$ and let $n=|X|$. For any point $x \in X$ and a subset $S \subseteq X$ let $d(x, S)=\min _{s \in S} d(x, s)$. If $P=(S ; \bar{S})$ is a partition of $X$, then $d(x, P)=\max \{d(x, S), d(x, \bar{S})\}$. The diameter of $X$ is denoted $\operatorname{diam}(X)=\max _{x, y \in X} d(x, y)$. For a point $x \in X$ and $r \geq 0$, the ball at radius $r$ around $x$ is defined as $B_{X}(x, r)=\{z \in X \mid d(x, z) \leq r\}$, and the open ball is $B_{X}^{\circ}(x, r)=\{z \in X \mid d(x, z)<r\}$. Given $x \in X$ let $\operatorname{rad}_{x}(X)=\max _{y \in X} d(x, y)$. Given an edge-weighted graph $G=(X, E, w)$ with $w: E \rightarrow \mathbb{R}^{+}$, let $\left(X, d_{X}\right)$ be the metric space induced from the graph in the usual manner-vertices are associated with points, and distances between points correspond to shortest-path distances in $G$. If $X$ is clear from the context we may omit the subscript.

An ultrametric $(U, d)$ is a metric space satisfying a strong form of the triangle inequality, that is, for all $x, y, z \in U, d(x, z) \leq \max \{d(x, y), d(y, z)\}$. The following definition is known to be equivalent to the above definition (see [BLMN05]).

Definition 2.1. An ultrametric $U$ is a metric space $(U, d)$ whose elements are the leaves of a rooted labeled tree $T$. Each $v \in T$ is associated a label $\Phi(v) \geq 0$ such that if $u \in T$ is a descendant of $v$, then $\Phi(u) \leq \Phi(v)$ and $\Phi(u)=0$ iff $u \in U$ is a
leaf. The distance between leaves $x, y \in U$ is defined as $d(x, y)=\Phi(\operatorname{lca}(x, y))$, where lca $(x, y)$ is the least common ancestor of $x$ and $y$ in $T$.
2.1. Scaling distortion and average distortion. We now prove that a bound of $O(\sqrt{1 / \epsilon})$ on the scaling distortion will imply the $\ell_{q}$-distortion bounds as stated in the theorems.

Lemma 2.2. If an embedding of an $n$ point metric space has scaling distortion $O(\sqrt{1 / \epsilon})$, then it has $\ell_{q}$-distortion:

- $O(1)$ for any fixed $q<2$.
- $O(\sqrt{\log n})$ for $q=2$.
- $O\left(n^{1-2 / q}\right)$ for any fixed $q>2$.

Proof. Note that for $q=\infty$, taking $\epsilon=1 / n^{2}$ suggests that all pairs have distortion at most $O(n)$.

By Lemma 1.3 with $\alpha(x)=x^{-1 / 2}$ it is enough to bound the integral $\left(\int_{1 / n^{2}}^{1} x^{-q / 2} d x\right)^{1 / q}$. If $q \neq 2$, then

$$
\begin{aligned}
\left(\int_{1 / n^{2}}^{1} x^{-q / 2} d x\right)^{1 / q} & =\left(\left[\frac{x^{1-q / 2}}{1-q / 2}\right]_{1 / n^{2}}^{1}\right)^{1 / q} \\
& =\left(\frac{1-n^{q-2}}{1-q / 2}\right)^{1 / q}
\end{aligned}
$$

Now for $q<2$ this is bounded by $(1-q / 2)^{-1 / q}$ which is $O(1)$ for any fixed value of $q$ in this range.

For $q>2$ the integral is $(q / 2-1)^{-1 / q}\left(n^{q-2}-1\right)^{1 / q}$. As the term $(q / 2-1)^{-1 / q}$ is $O(1)$ for any fixed value of $q$ in this range the integral is bounded by $O\left(n^{1-2 / q}\right)$.

Finally for $q=2$ we have

$$
\left(\int_{1 / n^{2}}^{1} x^{-1} d x\right)^{1 / 2}=\left([\ln x]_{1 / n^{2}}^{1}\right)^{1 / 2}=(2 \ln n)^{1 / 2}
$$

3. Scaling embedding into an ultrametric. In this section we prove Theorem 1.4. Let $(X, d)$ be a metric space with $n=|X|$ and $\Delta=\operatorname{diam}(X)$. In what follows we will always assume that $\epsilon \geq 1 / n^{2}$, because the distortion bound for $\epsilon=1 / n^{2}$ holds for all pairs, and the scaling distortion function is monotone. The ultrametric will be represented by a binary tree which is induced by a laminar hierarchical partition of $X$; each node $u$ corresponds to a subset $X_{u} \subseteq X$ such that if $v, w$ are the children of $u$ in the ultrametric, then $X_{v} \cap X_{w}=\emptyset, X_{v} \cup X_{w}=X_{u}$. Furthermore the root $r$ has $X_{r}=X$ and each leaf corresponds to a singleton.

The high level construction of $T$ is as follows: find a partition $P$ of $X$ into $X_{1}$ and $X_{2}=X \backslash X_{1}$; the root of $T$ will be labeled $\Delta$, and its children will be the trees $T_{1}, T_{2}$ formed recursively from the ultrametric trees of $X_{1}$ and $X_{2}$, respectively. For any $0<\epsilon<1$ denote by $B_{\epsilon}(X)$ the total number of pairs $x, y \in X$ such that $d_{T}(x, y)>(150 / \sqrt{\epsilon}) d_{X}(x, y)$. Note that since the root is labeled by $\Delta$ it always holds that $d_{T}(x, y) \geq d_{X}(x, y)$, so it remains to bound $B_{\epsilon}(X)$ by $\epsilon\binom{|X|}{2}$. For a partition $P=\left(X_{1} ; X_{2}\right)$ let $\hat{B}_{\epsilon}(P)=\left|\left\{\{x, y\} \mid x \in X_{1} \wedge y \in X_{2} \wedge d_{X}(x, y)<(\sqrt{\epsilon} / 150) \cdot \Delta\right\}\right|$.

Lemma 3.1. For any metric space $(X, d)$ there exists a nontrivial partition ${ }^{4}$ $P=\left(X_{1} ; X_{2}\right)$ of $X$ such that for any $\epsilon \in(0,1), \hat{B}_{\epsilon}(P) \leq \epsilon\left|X_{1}\right|\left|X_{2}\right|$.

[^3]Using this lemma, the proof of the main theorem quickly follows.
Proof of Theorem 1.4. The proof is by induction on the size of $X$. The base case, where $|X|=2$, holds because the unique pair realizes the diameter, thus $B_{\epsilon}(X)=0$. Assume that for any metric space with $m<n$ points, we can find an ultrametric such that the number of pairs distorted by more than $150 / \sqrt{\epsilon}$ is bounded by $\epsilon\binom{m}{2}$. Now consider the metric space $(X, d)$ with $|X|=n$. Let $P$ be the partition $\left(X_{1} ; X_{2}\right)$ guaranteed to exist by Lemma 3.1. By induction,

$$
\begin{aligned}
B_{\epsilon}(X) & =\hat{B}_{\epsilon}(P)+B_{\epsilon}\left(X_{1}\right)+B_{\epsilon}\left(X_{2}\right) \\
& \leq \epsilon\left(\binom{\left|X_{1}\right|}{2}+\binom{\left|X_{2}\right|}{2}+\left|X_{1}\right| \cdot\left|X_{2}\right|\right) \\
& =\epsilon\binom{|X|}{2}
\end{aligned}
$$

This bounds the scaling distortion by $O(1 / \sqrt{\epsilon})$ as required, and the consequences of this bound on the $\ell_{q}$-distortion are given in Lemma 2.2.
3.1. Proof of Lemma 3.1. First the partition algorithm is described, then the proof of correctness is done separately for "small" and "large" values of $\epsilon$ in Claims 3.3 and 3.4, respectively.

Partition algorithm. Let $u \in X$ be such that $\left|B^{\circ}(u, \Delta / 2)\right| \leq n / 2$; one can always find such a point by considering a pair $u, v \in X$ that realizes the diameter. Let $\hat{\epsilon}=$ $\max \{\epsilon \in(0,1):|B(u, \sqrt{\epsilon} \Delta / 4)| \geq \epsilon n\}$ and $\bar{\epsilon}=32 \hat{\epsilon}$; the maximum is indeed obtained because the metric space is finite. Since a ball always contains at least one point we have that $\hat{\epsilon} \geq 1 / n$. For all $\epsilon \in(0,1)$, we have that $B(u, \sqrt{\epsilon} \Delta / 4) \subseteq B^{\circ}(u, \Delta / 2)$; by the choice of $u$ this ball contains at most $n / 2$ points, thus $\hat{\epsilon} \leq 1 / 2$. Define the intervals $\hat{S}=[\sqrt{\hat{\epsilon}} \Delta / 4, \sqrt{\hat{\epsilon}} \Delta / 2], S=\left[\left(\frac{1}{4}+\frac{1}{25}\right) \sqrt{\hat{\epsilon}} \Delta,\left(\frac{1}{2}-\frac{1}{25}\right) \sqrt{\hat{\epsilon}} \Delta\right]$, the length of $S, s=\frac{17}{100} \sqrt{\hat{\epsilon}} \Delta$, and the shell $Q=\{w: d(u, w) \in \hat{S}\}$. The partition $P$ is defined by carefully choosing a certain $r \in S$ and letting $X_{1}=B(u, r)$ and $X_{2}=X \backslash X_{1}$. The following property will be useful,

Proposition 3.2. $|B(u, \sqrt{\hat{\epsilon}} \Delta / 2)| \leq 4 \hat{\epsilon} n$.
Proof. There are two cases. If $\hat{\epsilon} \leq 1 / 4$, then $|B(u, \sqrt{\hat{\epsilon}} \Delta / 2)|=|B(u, \sqrt{4 \hat{\epsilon}} \Delta / 4)| \leq$ $4 \hat{\epsilon} n$ (otherwise it is a contradiction to the maximality of $\hat{\epsilon}$ ). In the other case $\hat{\epsilon} \in$ $(1 / 4,1)$, but now $|B(u, \sqrt{\hat{\epsilon}} \Delta / 2)| \leq\left|B^{\circ}(u, \Delta / 2)\right| \leq n / 2 \leq 2 \hat{\epsilon} n$. $\quad$ ㅁ

We will now show that a certain choice of $r \in S$ will produce a partition that satisfies the condition of Lemma 3.1 for all $\epsilon \in(0, \bar{\epsilon}]$. For any $r \in S$ and $\epsilon \leq \bar{\epsilon}$ let $S_{r}(\epsilon)=(r-\sqrt{\epsilon} \Delta / 150, r+\sqrt{\epsilon} \Delta / 150), s(\epsilon)=\sqrt{\epsilon} \Delta / 75$, and let $Q_{r}(\epsilon)=\{w: d(u, w) \in$ $\left.S_{r}(\epsilon)\right\}$. Notice that for any $r \in S$ and any $\epsilon \leq \bar{\epsilon}, S_{r}(\epsilon) \subseteq \hat{S}$. Define that property $A_{r}(\epsilon)$ holds if the shell $Q_{r}(\epsilon)$ has sufficiently small cardinality, which will imply that cutting at radius $r$ is "good" for $\epsilon$. Formally,

$$
\begin{equation*}
A_{r}(\epsilon) \text { holds iff }\left|Q_{r}(\epsilon)\right| \leq \sqrt{\epsilon \cdot \hat{\epsilon} / 2} \cdot n \tag{3.1}
\end{equation*}
$$

Note that the triangle inequality suggests that only pairs $\{x, y\}$ such that $x, y \in Q_{r}(\epsilon)$ may contribute to $\hat{B}_{\epsilon}(P)$. Indeed, assume that $x \in X_{1}, y \in X_{2}$ and withost loss of generality (w.l.o.g.) $y \notin Q_{r}(\epsilon)$; then $d(x, y) \geq d(u, y)-d(x, u) \geq r+\sqrt{\epsilon} \Delta / 150-$ $r=\sqrt{\epsilon} \Delta / 150$, so by definition $\{x, y\} \notin \hat{B}_{\epsilon}(P)$. The other case when $x \notin Q_{r}(\epsilon)$ is symmetric. Observe that $r \geq \sqrt{\hat{\epsilon}} \Delta / 4$, and thus by the definition of $\hat{\epsilon}$

$$
\begin{equation*}
\left|X_{1}\right| \geq|B(u, \sqrt{\hat{\epsilon}} \Delta / 4)| \geq \hat{\epsilon} n \tag{3.2}
\end{equation*}
$$

We also have that $r<\sqrt{\hat{\epsilon}} \Delta / 2$, so that $\left|X_{1}\right| \leq|B(u, \sqrt{\hat{\epsilon}} \Delta / 2)| \leq n / 2$ (by the choice of $u$ ), so that

$$
\begin{equation*}
\left|X_{2}\right| \geq n / 2 \tag{3.3}
\end{equation*}
$$

We conclude that if $A_{r}(\epsilon)$ holds, then by (3.1), (3.2), and (3.3),

$$
\hat{B}_{\epsilon}(P) \leq\left|Q_{r}(\epsilon)\right|^{2} \leq \epsilon \cdot \hat{\epsilon} n^{2} / 2 \leq \epsilon\left|X_{1}\right| n / 2 \leq \epsilon\left|X_{1}\right|\left|X_{2}\right|
$$

that is, the condition of Lemma 3.1 is satisfied for $\epsilon$. Hence for $\epsilon \in(0, \bar{\epsilon}]$ the following is sufficient.

Claim 3.3. There exists some $r \in S$ such that property $A_{r}(\epsilon)$ holds for all $\epsilon \in(0, \bar{\epsilon}]$ simultaneously.

Proof. The proof is based on the following iterative process that greedily deletes the "worst" interval in $S$. Initially, let $I_{0}=S$, and $j=1$ :

1. If for all $r \in I_{j-1}$ and for all $\epsilon \leq \bar{\epsilon}$ property $A_{r}(\epsilon)$ holds, then set $t=j-1$, stop the iterative process, and output $I_{t}$.
2. Let $\mathcal{S}_{j}=\left\{S_{r}(\epsilon): r \in I_{j-1}, \epsilon \leq \bar{\epsilon}, \neg A_{r}(\epsilon)\right\}$. We greedily remove the interval that has maximal $\epsilon$. Formally, let $r_{j}, \epsilon_{j}$ be parameters such that $S_{r_{j}}\left(\epsilon_{j}\right) \in \mathcal{S}_{j}$ and $\epsilon_{j}=\max \left\{\epsilon: \exists S_{r}(\epsilon) \in \mathcal{S}_{j}\right\}$.
3. Set $I_{j}=I_{j-1} \backslash S_{r_{j}}\left(\epsilon_{j}\right)$, set $j=j+1$, and goto 1 .

Note that this process can be computed in polynomial time, using a simple discretization of $\epsilon$ and $r$. For instance, as we would like to determine for a fixed $\epsilon$ if there is an $r$ such that $\left|Q_{r}(\epsilon)\right|$ is too large, we need to scan all the intervals of length $s_{r}(\epsilon)$. But we claim that it suffices to scan those intervals that start or end at a point, that is, at $d(u, w)$ for some $w \in Q$ (all the other intervals will not contain more points). One can then do a simple binary search on the value of $\epsilon$ to find the largest (we only need to consider polynomially many values, those values for which $\epsilon \cdot \hat{\epsilon} n^{2} / 2$ is an integer).

We now argue that $I_{t} \neq \emptyset$ and hence an appropriate value $r \in S$ can be found. First we will show that any point $a \in \hat{S}$ can be covered by at most two intervals $S_{r_{j}}\left(\epsilon_{j}\right), S_{r_{i}}\left(\epsilon_{i}\right)$ for some $1 \leq j<i \leq t$. This holds because once $a$ is covered from the left by $S_{r_{j}}\left(\epsilon_{j}\right)$ (that is, $r_{j} \leq a$ ), then this interval is removed in step 3 . from $I_{j}$. By maximality of $\epsilon_{j}$, for any $j<i \leq t$ we have that $s\left(\epsilon_{i}\right) \leq s\left(\epsilon_{j}\right)$, so as $r_{i} \in I_{j}$ it must be that the interval $S_{r_{i}}\left(\epsilon_{i}\right)$ covers $a$ from the right (that is, $r_{i} \geq a$ ), and no other interval will cover $a$ in the remainder of the process.

Observe that $S_{r_{j}}\left(\epsilon_{j}\right) \subseteq \hat{S}$ for any $0 \leq j \leq t$. This suggests that any $x \in Q$ appears in at most two sets $Q_{r_{j}}\left(\epsilon_{j}\right), Q_{r_{i}}\left(\epsilon_{i}\right)$. From this and Proposition 3.2,

$$
\begin{equation*}
\sum_{j=1}^{t}\left|Q_{r_{j}}\left(\epsilon_{j}\right)\right| \leq 2|Q| \leq 8 \hat{\epsilon} n \tag{3.4}
\end{equation*}
$$

Recall that since $A_{r_{j}}\left(\epsilon_{j}\right)$ does not hold for any $1 \leq j \leq t$, then

$$
\begin{equation*}
\sum_{j=1}^{t}\left|Q_{r_{j}}\left(\epsilon_{j}\right)\right| \geq \sqrt{\hat{\epsilon} / 2} \cdot n \sum_{j=1}^{t} \sqrt{\epsilon_{j}} \tag{3.5}
\end{equation*}
$$

and combining (3.4) and (3.5) yields

$$
\sum_{j=1}^{t} \sqrt{\epsilon_{j}} \leq 12 \sqrt{\hat{\epsilon}}
$$

Finally we can bound the total length of the "bad" intervals chosen by the process by the definition of $s(\epsilon)$,

$$
\sum_{j=1}^{t}\left|S_{r_{j}}\left(\epsilon_{j}\right)\right|=\sum_{j=1}^{t} s\left(\epsilon_{j}\right) \leq \sum_{j=1}^{t} \sqrt{\epsilon_{j}} \Delta / 75 \leq 12 / 75 \cdot \sqrt{\hat{\epsilon}} \Delta=16 / 100 \cdot \sqrt{\hat{\epsilon}} \Delta
$$

Since $\left|I_{0}\right|=s=17 / 100 \cdot \sqrt{\hat{\epsilon}} \Delta$ it is impossible that the entire interval $I_{0}$ was removed; therefore $I_{t} \neq \emptyset$, and actually any $r \in I_{t}$ satisfies the condition of Claim 3.3.

Next we show that in fact any choice of $r \in S$ will produce a partition that satisfies Lemma 3.1 for all $\epsilon \in(\bar{\epsilon}, 1)$.

Claim 3.4. If $\epsilon \in(\bar{\epsilon}, 1), r \in S$, and $P=(B(u, r) ; X \backslash B(u, r))$, then $\hat{B}_{\epsilon}(P)<$ $\epsilon\left|X_{1}\right|\left|X_{2}\right|$.

Proof. Note that only pairs $\{x, y\}$ such that $x \in X_{1}$ and $y \in B(u, r+\sqrt{\epsilon} \Delta / 16) \cap X_{2}$ can be distorted by more than $16 \sqrt{1 / \epsilon}$ and hence may be counted in $\hat{B}_{\epsilon}(P)$, so

$$
\begin{equation*}
\left|\hat{B}_{\epsilon}(P)\right|<\left|X_{1}\right| \cdot|B(u, r+\sqrt{\epsilon} \Delta / 16)| \tag{3.6}
\end{equation*}
$$

Since $\sqrt{\hat{\epsilon}} \leq \sqrt{\epsilon / 2} / 4$ and $r<\sqrt{\hat{\epsilon}} \Delta / 2 \leq \sqrt{\epsilon / 2} \Delta / 8$, then

$$
\begin{equation*}
|B(u, r+\sqrt{\epsilon} \Delta / 16)| \leq\left|B\left(u, \sqrt{\epsilon / 2}\left(\frac{1}{8}+\frac{1}{8}\right) \Delta\right)\right|=|B(u, \sqrt{\epsilon / 2} \Delta / 4)|<\epsilon n / 2 \tag{3.7}
\end{equation*}
$$

where the last inequality used that $\epsilon / 2>\hat{\epsilon}$ and the maximality of $\hat{\epsilon}$. Plugging (3.7) into (3.6) and using (3.3) it follows that $\hat{B}_{\epsilon}(P)<\epsilon\left|X_{1}\right| \cdot\left|X_{2}\right|$, as required.
4. Scaling embedding into a spanning tree. Here we extended the techniques of the previous section, in conjunction with the constructions of [EEST05], to achieve the following.

ThEOREM 1.5 (restated). Any weighted graph of size $n$ contains a spanning tree with scaling distortion $O(\sqrt{1 / \epsilon})$. In particular, its $\ell_{q}$-distortion is $O(1)$ for any fixed $1 \leq q<2, O(\sqrt{\log n})$ for $q=2$, and $O\left(n^{1-2 / q}\right)$ for any fixed $2<q \leq \infty$.

Given a graph, the spanning tree is created by recursively partitioning the graph using a hierarchical star-partition. The algorithm has three components, with the following high level description:

1. A decomposition algorithm that creates a single cluster. The decomposition algorithm is similar in spirit to the decomposition algorithm used in the previous section for metric spaces. We will later explain the main differences.
2. A star-partition algorithm. This algorithm partitions a graph $X$ into a central ball $X_{0}$ with center $x_{0}$ and a set of cones $X_{1}, \ldots, X_{m}$ and also outputs a set of edges of the graph $\left\{y_{1}, x_{1}\right\}, \ldots,\left\{y_{m}, x_{m}\right\}$ that connect each cone-set $X_{i}$ to the central ball $X_{0}$ by the edge $\left\{x_{i}, y_{i}\right\}$, where $x_{i} \in X_{i}$ and $y_{i} \in X_{0}$. The central ball is created by invoking the decomposition algorithm with a center $x_{0}$ to obtain a cluster whose radius is in the range $\left[(1 / 2) \operatorname{rad}_{x_{0}}(X),(5 / 8) \operatorname{rad}_{x_{0}}(X)\right]$. Each cone-set $X_{i}$ is created by invoking the decomposition algorithm on a certain "cone-metric" to be defined in what follows. Informally, a ball in the cone-metric around $x_{i}$ with radius $r$ is the set of all points $x$ such that $d\left(x_{0}, x_{i}\right)+d\left(x_{i}, x\right)-d\left(x_{0}, x\right) \leq r$. Hence each cone $X_{i}$ is a ball whose center is $x_{i}$ in some appropriately defined cone-metric. The radius of each ball in the cone-metric is chosen to be $\approx \tau^{k} \operatorname{rad}_{x_{0}}(X)$, where $\tau<1$ is some fixed constant and $k$ is the depth of the recursion since the last reset cluster. Unfortunately, at some stage the radius may be too small for the decompose algorithm to preform well enough. In such cases we must reset the parameters that govern the radius of
the cones. (In the next item, we will define more accurately how the recursion is performed and when this parameter of a cluster may be reset.) The main property of this star decomposition is that for any point $x \in X_{i}$, the distance to the center $x_{0}$ does not increase by more than $r$. In the paper [EEST05] the radius $r$ was chosen to be $\approx \operatorname{rad}_{x_{0}}(X) / \log n$, thus the total radius increase over the $O(\log n)$ levels of recursion was $O(1)$. We cannot allow the cone radius to depend on $n$, because this translates to a loss in the distortion, so we use a different method to guarantee $O(1)$ radius increase.
3. Recursive application of the star-partition. As mentioned in the previous item, the radius of the balls in the cone-metric are exponentially decreasing. However, at certain stages in the recursion, the cone radius becomes too small and the parameters governing the cone radius must be reset. Clusters in which the parameters need to be restarted are called reset clusters. The two parameters that are associated with a reset cluster $X$ are $n=|X|$ and $\Lambda=\operatorname{rad}(X)$. Specifically, a cluster is called a reset cluster if its size relative to the size of the last reset cluster is larger than some constant times its radius relative to radius of the last reset cluster. In that case $n$ and $\Lambda$ are updated to the values of the current cluster. This implies that reset clusters have small diameter, hence their total contribution to the increase of radius is small. Moreover, resetting the parameters allows the decompose algorithm to continue to produce the clusters with the necessary properties to obtain the desired scaling distortion. Using resets, the algorithm can continue recursively in this fashion until the spanning tree is formed.

Decompose algorithm. The decompose algorithm receives as input several parameters. First it obtains a pseudometric space ( $W, \rho$ ) and point $u$ (for the central ball this is just the shortest-paths metric, while for cones, this pseudometric is the so-called cone-metric which will be formally defined in what follows). The goal of the decompose algorithm is to partition $W$ into a cluster which is a ball $Z=B_{(W, \rho)}(u, r)$ and $\bar{Z}=W \backslash Z$.

Informally, this partition $P=(Z ; \bar{Z})$ is carefully chosen to maintain the scaling property: for every $\epsilon$, the number of pairs whose distortion is too large is "small enough" (an $\epsilon$-fraction of the separated pairs). Let $\hat{\Lambda}$ be a parameter corresponding to the radius of the cluster over which the star-partition is performed. Pairs that are separated "close" to the partition may risk the possibility of being at distance $\Theta(\hat{\Lambda})$ in the constructed spanning tree. One of the technical difficulties in the graph setting is that unlike the metric case, a pair $\{u, v\}$ can suffer distortion by a partition that does not separate $u$ from $v$ : it suffices that the partition cuts the shortest path from $u$ to $v$. For certain values of $\epsilon$, we denote by $\hat{B}_{\epsilon}(P)$ the number of pairs that may be distorted by at least $\Omega(\sqrt{1 / \epsilon})$ if the distance between them will grow to $\hat{\Lambda}$. Using a decomposition which iteratively deletes bad intervals, similar in spirit to the one used in Lemma 3.1, we expect the number of "bad" pairs for a specific value of $\epsilon$ to be at most $\epsilon$-fraction of the total possible number of separated pairs. However, if we insist that this property holds true for all $\epsilon$ we cannot maintain a small enough bound on the maximum value for the radius $r$. Roughly speaking, $r$ must have a possible range of size $\approx \sqrt{\epsilon} \hat{\Lambda}$ in order to succeed for $\epsilon$. Since the size of this range determines the amount of increase in the radius of the cluster, we would like to be able to bound it. Therefore, we keep another parameter, denoted $\epsilon_{\lim }=\epsilon_{\lim }(W)$ (we will often omit $W$ when it is clear from context; also note that this parameter may be larger than 1). That is, the partition $P$ will be good only for those values of $\epsilon$ satisfying $\epsilon \leq \epsilon_{\lim }$. This bound on the range of $\epsilon$ values actually allows us to give a
stronger bound than in Lemma 3.1 on the number of "bad" pairs, which improves by a factor of the additional new parameter $\beta$.

The radius $r$ of the ball is controlled by the radius of the cluster $\hat{\Lambda}$ and by two new parameters $\theta$ and $\alpha \approx \sqrt{\epsilon_{\lim }}$. The guarantee is that $r \in[\theta \hat{\Lambda},(\theta+\alpha) \hat{\Lambda}]$. For the central ball of the star-partition $\theta$ is fixed to $1 / 2$ and for the star's cones $\theta$ is fixed to 0 . Indeed, as indicated above, the value of $\epsilon_{\lim }$ determines the increase in the radius of the cluster by setting the value for $\alpha$, which gives enough range in the choice of radius to succeed for all $\epsilon \leq \epsilon_{\text {lim }}$.

Note that there are two conflicting constraints here. On the one hand we want $\epsilon_{\text {lim }}$ to be large so that the partition of the current level will be successful for many values of $\epsilon$. On the other hand we need that the total radius increase over all levels will be bounded, so this level must "pay its toll" and allow only a small increase in the radius, which immediately translate to an upper bound on $\epsilon_{\mathrm{lim}}$. As it turns out, setting $\epsilon_{\lim }=|W| /(n \cdot \beta)$ will satisfy both requirements simultaneously. It will decrease in a geometric manner as long as there is no reset, which is very useful for the bound on the total radius increase. On the other hand it is still large enough for controlling the number of distorted pairs, because for $\epsilon>\epsilon_{\lim }$, the total number of pairs in $W$, which is $\approx|W|^{2}$, is a small enough fraction of $n^{2}$, so we might as well consider them all as distorted.

Let us explain now how the decompose algorithm will be used within our overall scheme. A useful property is that the radius of the clusters in the hierarchical star decomposition decreases geometrically. The parameter $\beta$ is chosen to be polynomial in the ratio between the current radius to that of the last reset cluster, so it is bounded by $\mu^{k}$, where $\mu<1$ is some fixed constant and $k$ is the depth of the recursion from the last reset cluster. There will be three types of ways to count distorted pairs. Our decompose algorithm generates a parameter $\bar{\epsilon}$ for each cluster it cuts, which distinguishes small and large values of $\epsilon$, similarly to the distinction in the proof of Lemma 3.1.

1. For each $\epsilon<\bar{\epsilon}$ the notation $\hat{B}_{\epsilon}(P)$ for a partition $P=(Z ; \hat{Z})$ will stand for the number of pairs that may be distorted by invoking the partition $P$. Informally it consists of all the pairs $\{u, v\}$ such that both $u, v$ are of distance less than $\approx \sqrt{\epsilon} \hat{\Lambda}$ from the cut (in the metric $(W, \rho)$ ). The property obtained by the decompose algorithm is that $\hat{B}_{\epsilon}(P)$ is at most $O(\epsilon|Z|$. $(n-|Z|) \cdot \beta)$.
2. For $\bar{\epsilon} \leq \epsilon \leq \epsilon_{\lim }$ and a partition $P=(Z ; \hat{Z})$, we use a different counting argument. The proof for the metric case does not suffice for the "large" values of $\epsilon$ in the spanning tree case, because in the latter case there are potentially many more pairs that are in danger of being distorted (those whose shortest path is cut by the partition). This is why we require a different argument for this range of the parameter $\epsilon$ : If a point $u$ is close enough $(\approx \sqrt{\epsilon} \hat{\Lambda})$ to the cut, we simply throw away all pairs $\{u, v\}$ where $v$ is $\approx \sqrt{\epsilon} \hat{\Lambda}$ close to $u$ (in the induced metric on the cluster, not the cone-metric). These are all the pairs that can be distorted by more than $O(1 / \sqrt{\epsilon})$. Our decompose scheme will guarantee that there are only $\approx \epsilon n$ such points for any $u \in W$. Furthermore, it will be shown that this throwing is done only once throughout the whole recursion for a point $u \in V(G)$ and a fixed $\epsilon>0$. Let $\bar{B}_{\epsilon}(G)$ (defined just below), denote all the pairs counted in this way.
3. For $\epsilon$ that is larger than $\epsilon_{\text {lim }}$, we show that the number of points in the current cluster is less than an $\epsilon$ fraction of the number of points in the last
reset cluster; hence we can discard all the pairs in such clusters and the total number of all such discarded pairs is small.
We now turn to the formal description of the algorithm and its analysis. Assume a cluster $X$ is partitioned to $X_{0}, X_{1}, \ldots, X_{m}$ by invoking the decompose algorithm that generates partitions $P_{0}, \ldots, P_{m-1}$, where $P_{i}=\left(X_{i}, Y_{i}\right)$ and $Y_{i}=X \backslash \cup_{0 \leq j \leq i} X_{j}$. Then define recursively

$$
\begin{equation*}
B_{\epsilon}(X)=\sum_{j=0}^{m-1} \hat{B}_{\epsilon}\left(P_{i}\right)+\sum_{j=0}^{m} B_{\epsilon}\left(X_{i}\right) \tag{4.1}
\end{equation*}
$$

(where $\hat{B}_{\epsilon}\left(P_{i}\right)$ is defined in Lemma 4.1). The base case is when $|X|=1$, or when $\epsilon>\epsilon_{\lim }$ in such a case $B_{\epsilon}(X)=\binom{|X|}{2}$. Note that the definition of $B_{\epsilon}(X)$ may ignore the pairs in $\bar{B}_{\epsilon}(G)=\sum_{x \in V(G)} \bar{B}_{\epsilon}(x)$ (where $\bar{B}_{\epsilon}(x)$ is defined in Lemma 4.1). Indeed those pairs will be accounted for separately.

We will make use of the following predefined constants: $c=e+1, c^{\prime}=2 e+1$, $\hat{c}=44$, and $C=8 \sqrt{c \cdot \hat{c}}$. Finally, the distortion is given by $600 C \cdot c^{\prime}$. The exact properties of the decomposition algorithm are captured by the following lemma.

Lemma 4.1. Given a (pseudo) metric space $(W, \rho)$, a graph metric $d_{W}$ on $W$, a point $u \in W$, and parameters $n \geq|W|, \hat{\Lambda}>0,0<\beta<1 / \hat{c}$, and $\theta \in\{0,1 / 2\}$, there exists an algorithm decompose $\left((W, \rho), u, \hat{\Lambda}, \theta, n, \epsilon_{\lim }, \beta\right)$, where $\epsilon_{\lim } \geq \frac{|W|}{\beta \cdot n}$, that computes a partition $P=(Z ; \bar{Z})$ of $W$ such that $Z=B_{(W, \rho)}(u, r)$ and $r / \hat{\Lambda} \in[\theta, \theta+\alpha]$, where $\alpha=\sqrt{\epsilon_{\lim }} / C$. It also returns a parameter $\bar{\epsilon}>0$. Let $S_{\epsilon}(P)=B_{(W, \rho)}(u, r+$ $\left.\frac{\sqrt{\epsilon} \cdot \hat{\Lambda}}{150 C}\right) \backslash B_{(W, \rho)}\left(u, r-\frac{\sqrt{\epsilon} \cdot \hat{\Lambda}}{150 C}\right)$ and for $\epsilon \leq \bar{\epsilon}$ let $\hat{B}_{\epsilon}(P)=\left|S_{\epsilon}(P)\right|^{2}$ (for $\epsilon>\bar{\epsilon}$ we set $\left.\hat{B}_{\epsilon}(P)=0\right)$. The partition has the property that for any $\epsilon \in(0, \bar{\epsilon}]$,

$$
\hat{B}_{\epsilon}(P) \leq \epsilon|Z| \cdot(n-|Z|) \cdot \beta
$$

For any $\epsilon \in\left[\bar{\epsilon}, \epsilon_{\mathrm{lim}}\right]$ and for any $x \in S_{\epsilon}(P)$ for which $\bar{B}_{\epsilon}(x)$ is not yet defined,

$$
\begin{equation*}
\bar{B}_{\epsilon}(x):=\left|B_{\left(W, d_{W}\right)}\left(x, \frac{\sqrt{\epsilon} \cdot \hat{\Lambda}}{150 C}\right)\right| \leq \epsilon n / 8 \tag{4.2}
\end{equation*}
$$

We defer the proof of this technical lemma to the end of the section.
Star-partition algorithm. Consider a cluster $X$ with center $x_{0}$ and parameters $n, \Lambda$. Recall that parameters $n, \Lambda$ are the number of points and the radius (respectively) of the last reset cluster. A star-partition partitions $X$ into a central ball $X_{0}$, and cone-sets $X_{1}, \ldots, X_{m}$ and edges $\left\{y_{1}, x_{1}\right\}, \ldots,\left\{y_{m}, x_{m}\right\}$, and the value $m$ is determined by the star-partition algorithm when no more cones are required. Each cone-set $X_{i}$ is connected to $X_{0}$ by the edge $\left\{y_{i}, x_{i}\right\}, y_{i} \in X_{0}, x_{i} \in X_{i}$. Denote by $P_{0}=\left(X_{0} ; X \backslash X_{0}\right)$ the partition creating the central ball $X_{0}$ and by $\left\{P_{i}\right\}_{i=1}^{m}$ the partitions creating the cones, where $P_{i}=\left(X_{i} ; X \backslash\left(\cup_{0 \leq j \leq i} X_{j}\right)\right)$. In order to create the cone-set $X_{i}$ use the decompose algorithm on the cone-metric $\ell_{x_{i}}^{x_{0}}$ defined below. We refer the reader to [EEST05, ABN08] for the intuition behind this definition.

Definition 4.2 (cone-metric). Given a graph $G=(X, E)$ with shortest path metric d, a set $Y \subset X, x \in X, y \in Y$ define the cone-metric $\ell_{y}^{x}: Y^{2} \rightarrow \mathbb{R}^{+}$as $\ell_{y}^{x}(u, v)=\left|\left(d(x, u)-d_{Y}(y, u)\right)-\left(d(x, v)-d_{Y}(y, v)\right)\right|$, where $d_{Y}$ is the metric induced by shortest paths in the subgraph $(Y, E[Y])$.

## $T=$ hierarchical-star-partition $(X, x, n, \Lambda)$ :

1. If $|X|=1$ set $T=X$ and stop.
2. $\left(X_{0}, \ldots, X_{m},\left\{y_{1}, x_{1}\right\}, \ldots,\left\{y_{m}, x_{m}\right\}\right)=\operatorname{star}-\operatorname{partition}(X, x, n, \Lambda)$;
3. For each $i \in[0,1, \ldots, m]$ :
(a) If $\frac{\left|X_{i}\right|}{n}<c \frac{\operatorname{rad}_{x_{i}}\left(X_{i}\right)}{\Lambda}$ then $T_{i}=$ hierarchical-star-partition $\left(X_{i}, x_{i}, n, \Lambda\right)$
(b) Otherwise, set $X_{i}$ to be a reset cluster, and
$T_{i}=$ hierarchical-star-partition $\left(X_{i}, x_{i},\left|X_{i}\right|, \operatorname{rad}_{x_{i}}\left(X_{i}\right)\right)$;
4. Let $T$ be the tree formed by connecting $T_{0}$ with $T_{i}$ using edge $\left\{y_{i}, x_{i}\right\}$ for each $i \in[1, \ldots, m]$;

Fig. 1. Hierarchical star-partition algorithm.

$$
\left(X_{0}, \ldots, X_{m},\left\{y_{1}, x_{1}\right\}, \ldots,\left\{y_{m}, x_{m}\right\}\right)=\operatorname{star-partition}\left(X, x_{0}, n, \Lambda\right):
$$

$$
\text { 1. Set } i=0 ; \beta=\frac{1}{\hat{c}}\left(\frac{\operatorname{rad}_{x_{0}}(X)}{\Lambda}\right)^{1 / 4} ; \epsilon_{\lim }=|X| /(\beta n) ; \hat{\Lambda}=\operatorname{rad}_{x_{0}}(X) \text {; }
$$

2. $\left(X_{0}, Y_{0}\right)=$ decompose $\left((X, d), x_{0}, \hat{\Lambda}, 1 / 2, n, \epsilon_{\lim }, \beta\right)$; (decompose is given by Lemma 4.1);
3. If $Y_{i}=\emptyset$ set $m=i$ and stop; Otherwise, set $i=i+1$;
4. Let $\left\{x_{i}, y_{i}\right\}$ be an edge in $E$ such that $y_{i} \in X_{0}, x_{i} \in Y_{i-1}$, with $y_{i}$ on the shortest path from $x_{i}$ to $x_{0}$;
5. Let $\ell=\ell_{x_{i}}^{x_{0}}$ be cone-metric on the graph induced by $X_{0} \cup Y_{i-1}$, the set $Y_{i-1}$ and the points $x_{0}, x_{i}$;
6. $\left(X_{i}, Y_{i}\right)=\operatorname{decompose}\left(\left(Y_{i-1}, \ell\right), x_{i}, \hat{\Lambda}, 0, n, \epsilon_{\lim }, \beta\right)$;
7. goto 3;

Fig. 2. Star-partition algorithm.

Note that the cone-metric $\ell$ is in fact a pseudometric (it could be that $\ell_{y}^{x}(u, v)=0$ for $u \neq v$ ). Also note that

$$
\begin{equation*}
B_{\left(Y, \ell_{y}^{x}\right)}(y, r)=\left\{v \in Y \mid d(x, y)+d_{Y}(y, v)-d(x, v) \leq r\right\} . \tag{4.3}
\end{equation*}
$$

The following fact will be useful. For all $u, v \in Y$, since $d(u, v) \leq d_{Y}(u, v)$ and by the triangle inequality,

$$
\begin{equation*}
\ell_{y}^{x}(u, v) \leq|d(x, u)-d(x, v)|+\left|d_{Y}(y, u)-d_{Y}(y, v)\right| \leq 2 d_{Y}(u, v) \tag{4.4}
\end{equation*}
$$

Hierarchical star-partition algorithm. Given a graph $G=(V, E, w)$, the metric $d$ induced by the graph is the shortest path metric. The construction of the spanning tree for $G$ is done by choosing some $x \in V$, setting $V$ as a reset cluster and calling hierarchical-star-partition $\left(V, x,|V|, \operatorname{rad}_{x}(V)\right)$; see Figures 1 and 2.
4.1. Algorithm analysis. The hierarchical star-partition of $G=(X, E, w)$ naturally induces a laminar family $\mathcal{F} \subseteq 2^{X}$. Let $\mathcal{G}$ be the rooted construction tree whose nodes are sets in $\mathcal{F}$, and $F \in \mathcal{F}$ is a parent of $F^{\prime} \in \mathcal{F}$ if $F^{\prime}$ is a cluster formed by the partition of $F$. The root of $\mathcal{G}$ corresponds to $X$ and the leaves to the singletons. Note that every leaf is a reset cluster (because its radius is 0 ). Observe that the spanning tree $T$ obtained by our hierarchical star decomposition has the property that every $F \in \mathcal{F}$ corresponds to a connected subtree $T[F]$ of $T$. Let $\mathcal{R} \subseteq \mathcal{F}$ be the set of all reset clusters. For each $F \in \mathcal{F}$, let $\mathcal{G}_{F}$ be the subtree of the construction tree $\mathcal{G}$ rooted
at $F$ that contains all the nodes $X$ whose path to $F$ (excluding $F$ and $X$ ) contains no node in $\mathcal{R}$. In other words, $\mathcal{G}_{F}$ is the tree rooted at $F$ whose leaves are reset clusters, such that all inner nodes (except maybe for $F$ itself) are not reset clusters. For $F \in \mathcal{F}$ let $\mathcal{R}(F) \subseteq \mathcal{R}$ be the set of leaves of $\mathcal{G}_{F}$. For $Y \in \mathcal{R}$ and $F \in \mathcal{G}_{Y}$ denote by $L_{Y}(F)=L(F)=d_{\mathcal{G}}(F, Y)$ the distance in the construction tree from $F$ to $Y$; this is the number of recursion levels since the last reset occurred, and naturally $L(Y)=0$ for all reset clusters (we shall omit the subscript when $Y$ is clear from context).

In what follows the parameter $\alpha$ for each cluster is defined as in Lemma 4.1, in particular, for a cluster $X, \alpha(X)=\frac{1}{C} \cdot \sqrt{\frac{\hat{c} \cdot|X|}{n}} \cdot\left(\frac{\Lambda}{\operatorname{rad}(X)}\right)^{1 / 8}$, where $n$ and $\Lambda$ are the parameters of the last reset cluster. Also we use the following convention in our notation: whenever $X$ is a cluster in $\mathcal{G}$ with center point $x_{0}$ with respect to which the star-partition of $X$ has been constructed, we define $\operatorname{rad}(X)=\operatorname{rad}_{x_{0}}(X)$.

Steiner points. For the sake of analysis, we will imagine that whenever the starpartition algorithm on ( $X, x_{0}$ ) adds an edge $\left\{y_{i}, x_{i}\right\}$ between $X_{0}$ and $X_{i}$, we also add an imaginary Steiner point $y_{i}^{\prime}$ on the edge $\left\{y_{i}, x_{i}\right\}$ such that $d_{X}\left(x_{0}, y_{i}^{\prime}\right)=\operatorname{rad}\left(X_{0}\right)$. The reason is that the analysis of the total radius increase is simplified if we can provide a bound on the radius increase of a single iteration of the star-partition algorithm of the form

$$
\begin{equation*}
\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right) \leq \operatorname{rad}(X) \cdot(1+\alpha), \tag{4.5}
\end{equation*}
$$

rather than the bound of $d_{X}\left(x_{0}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right) \leq \operatorname{rad}(X) \cdot(1+\alpha)$ that was shown in [EEST05]. To this end, adding this $y_{i}^{\prime}$ at a distance of $\operatorname{rad}\left(X_{0}\right)$ from $x_{0}$ will enable us to claim that $d_{X}\left(x_{0}, x_{i}\right)=d_{X}\left(x_{0}, y_{i}^{\prime}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)=\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)$, which yields (4.5). Note that these Steiner points will in fact be leaves in the graph induced on $X_{0}$, and since the hierarchical star-partition algorithm maintains connectivity, the edge $\left\{y_{i}, y_{i}^{\prime}\right\}$ will be in the final tree $T$. Thus we may remove from $T$ all the Steiner points that we added, without changing any distance. We stress that the Steiner points will play no role whatsoever in the decomposition algorithm nor in the decision for setting a cluster as a reset cluster. That is, whenever computing the cardinality of a set of vertices, we do not count the Steiner points.

We start our analysis by showing the following claim (recall that for $Y \subseteq X, d_{Y}$ is the shortest path metric induced on the subgraph $Y$ ).

Claim 4.3. For any cluster $X, x_{0} \in X, j>0$ let $Y_{j-1} \subseteq X$ be the unassigned points of $X$ after creating $j$ clusters $X_{0}, \ldots, X_{j-1}$ using the star-partition algorithm; then for any $z \in Y_{j-1}$ all the shortest paths from $z$ to $x_{0}$ are fully contained in $Y_{j-1} \cup X_{0}$, in particular

$$
d_{Y_{j-1} \cup X_{0}}\left(x_{0}, z\right)=d_{X}\left(x_{0}, z\right) .
$$

Proof. Let $\hat{\Lambda}=\operatorname{rad}_{x_{0}}(X)$. Let $P_{x_{0}, z}$ be a shortest path from $x_{0}$ to $z$ in $X$, and seeking contradiction assume that $P_{x_{0}, z} \nsubseteq Y_{j-1} \cup X_{0}$. Let $1 \leq i \leq j-1$ be the minimal such that there exists $u \in P_{x_{0}, z}$ and $u \in X_{i}$. Recall that $x_{i}$ is the center of the cone $X_{i}$, and let $r_{i} \in[0, \alpha \hat{\Lambda}]$ be the radius chosen in Lemma 4.1 when creating $X_{i}$. Since $u \in X_{i}=B_{\left(X_{0} \cup Y_{i-1}, x_{x_{i}}^{x_{0}}\right)}\left(x_{i}, r_{i}\right)$, by (4.3) it must be that in the metric $d^{\prime}=d_{X_{0} \cup Y_{i-1}}$

$$
\begin{equation*}
d^{\prime}\left(x_{0}, x_{i}\right)+d_{Y_{i-1}}\left(x_{i}, u\right) \leq d^{\prime}\left(x_{0}, u\right)+r_{i} . \tag{4.6}
\end{equation*}
$$

Since $u$ lies on a shortest path from $z$ to $x_{0}$, the minimality of $i$ suggests that this shortest path is fully contained in $Y_{i-1} \cup X_{0}$, thus

$$
\begin{equation*}
d^{\prime}\left(x_{0}, z\right)=d^{\prime}\left(x_{0}, u\right)+d^{\prime}(u, z) \tag{4.7}
\end{equation*}
$$

Also note that the shortest path from $u$ to $z$ cannot intersect $X_{0}$, because if $a \in$ $P_{u, z} \cap X_{0}$, then by (4.7), $d^{\prime}\left(x_{0}, z\right) \leq d^{\prime}\left(x_{0}, a\right)+d^{\prime}(a, z)<d^{\prime}\left(x_{0}, u\right)+d^{\prime}(u, z)=d^{\prime}\left(x_{0}, z\right)$, which is a contradiction. Thus we obtain that

$$
\begin{equation*}
d_{Y_{i-1}}(u, z)=d^{\prime}(u, z) \tag{4.8}
\end{equation*}
$$

Finally, combining (4.7), (4.6), and (4.8) we conclude that

$$
\begin{aligned}
d^{\prime}\left(x_{0}, z\right)+r_{i} & =d^{\prime}(u, z)+d^{\prime}\left(x_{0}, u\right)+r_{i} \geq d_{Y_{i-1}}(u, z)+d_{Y_{i-1}}\left(u, x_{i}\right)+d^{\prime}\left(x_{i}, x_{0}\right) \\
& \geq d_{Y_{i-1}}\left(z, x_{i}\right)+d^{\prime}\left(x_{i}, x_{0}\right)
\end{aligned}
$$

hence $z$ should in fact be in $X_{i}$, contradiction.
Next we bound the radius increase due to a single iteration of the star-partition algorithm.

Claim 4.4. For any cluster $X$ that is partitioned by the star-partition algorithm to $X_{0}, X_{1}, \ldots, X_{m}$ and any $1 \leq i \leq m$,

$$
\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right) \leq(1+\alpha) \operatorname{rad}(X)
$$

Proof. Fix some integer $i \geq 1$ and consider $z \in X_{i}$ such that $\operatorname{rad}\left(X_{i}\right)=$ $d_{X_{i}}\left(x_{i}, z\right)=d_{Y_{i-1}}\left(x_{i}, z\right)$, where the last equality holds since $z \in X_{i}$. It must be that all the points in $Y_{i-1}$ that are closer than $z$ to $x_{i}$ (in the cone-metric), in particular those on the shortest paths (in $Y_{i-1}$ ) from $x_{i}$ to $z$, are also contained in $X_{i}$. By Claim 4.3 we know that $d_{X}\left(x_{0}, z\right)=d_{X_{0} \cup Y_{i-1}}\left(x_{0}, z\right)$. By the algorithm in Lemma 4.1, the radius of the cone $X_{i}$ is selected from the interval $[0, \alpha \cdot \operatorname{rad}(X)]$, so that $z \in B_{\left(X_{0} \cup Y_{i-1}, \ell_{x_{i}}^{x_{0}}\right)}\left(x_{i}, \alpha \cdot \operatorname{rad}(X)\right)$. By (4.3) this means that in the metric $d^{\prime}=d_{X_{0} \cup Y_{i-1}}$

$$
\begin{equation*}
d^{\prime}\left(x_{0}, x_{i}\right)+d_{Y_{i-1}}\left(x_{i}, z\right) \leq d^{\prime}\left(x_{0}, z\right)+\alpha \cdot \operatorname{rad}(X) \tag{4.9}
\end{equation*}
$$

Since $y_{i}^{\prime}$ is on the shortest path from $x_{0}$ to $x_{i}$, and at distance $\operatorname{rad}\left(X_{0}\right)$ from $x_{0}$, we get by Claim 4.3 that

$$
\begin{equation*}
\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)=d_{X}\left(x_{0}, y_{i}^{\prime}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)=d_{X}\left(x_{0}, x_{i}\right)=d^{\prime}\left(x_{0}, x_{i}\right) \tag{4.10}
\end{equation*}
$$

Finally, combining (4.9) and (4.10) it follows that

$$
\begin{aligned}
\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right) & =d^{\prime}\left(x_{0}, x_{i}\right)+d_{Y_{i-1}}\left(x_{i}, z\right) \\
& \leq d^{\prime}\left(x_{0}, z\right)+\alpha \cdot \operatorname{rad}(X) \\
& =d_{X}\left(x_{0}, z\right)+\alpha \cdot \operatorname{rad}(X) \\
& \leq(1+\alpha) \cdot \operatorname{rad}(X) .
\end{aligned}
$$

Corollary 4.5. For any cluster $X$ that is partitioned by the algorithm to $X_{0}, X_{1}, \ldots, X_{m}$ and any $0 \leq i \leq m$,

$$
\operatorname{rad}\left(X_{i}\right) \leq(1 / 2+\alpha) \operatorname{rad}(X)
$$

Proof. This is immediate for $i=0$ since $\theta=1 / 2$ and the radius of the cluster $X_{0}$ is in the interval $[\theta \cdot \operatorname{rad}(X),(\theta+\alpha) \cdot \operatorname{rad}(X)]$ by the definition in Lemma 4.1. For all $1 \leq i \leq m$, since $\operatorname{rad}\left(X_{0}\right) \geq \operatorname{rad}(X) / 2$ we get using Claim 4.4 that

$$
\operatorname{rad}\left(X_{i}\right) \leq(1+\alpha) \operatorname{rad}(X)-\operatorname{rad}\left(X_{0}\right) \leq(1 / 2+\alpha) \operatorname{rad}(X)
$$

The parameter $\alpha$ is the bound on the radius increase created by the star partition. We would like to show that as long as there is no reset, this parameter decreases exponentially fast.

Claim 4.6. Fix some $Y \in \mathcal{R}$. Let $X \in \mathcal{G}_{Y} \backslash \mathcal{R}(Y)$ with $L_{Y}(X)=t$. Then the following hold:

- $\operatorname{rad}(X) \leq\left(\frac{5}{8}\right)^{t} \operatorname{rad}(Y)$.
- $\alpha=\alpha(X) \leq \frac{1}{8}\left(\frac{7}{8}\right)^{t}$.

Proof. The first statement is proved by induction on $t=L_{Y}(X)$. The base case for $t=0$ implies $X=Y$, so it is trivial. Assume it holds for $t-1$, and to prove the inductive step, it is sufficient to show that when $X$ is partitioned to $X_{0}, X_{1}, \ldots, X_{m}$, for all $i \in\{0,1, \ldots, m\}, \operatorname{rad}\left(X_{i}\right) \leq \frac{5}{8} \operatorname{rad}(X)$. By Corollary 4.5 we need to show that $\alpha \leq 1 / 8$. Since $C=8 \sqrt{c \cdot \hat{c}}$, then

$$
\begin{equation*}
\alpha=\sqrt{\epsilon_{\lim }} / C=\frac{1}{8} \sqrt{\frac{|X|}{c|Y|}\left(\frac{\operatorname{rad}(Y)}{\operatorname{rad}(X)}\right)^{1 / 4}} \leq \frac{1}{8} \sqrt{\left(\frac{\operatorname{rad}(X)}{\operatorname{rad}(Y)}\right)^{3 / 4}} \leq \frac{1}{8} \tag{4.11}
\end{equation*}
$$

where the inequality holds since $X$ is not a reset cluster.
In order to prove the second property, we can use the first property and obtain

$$
\alpha \leq \frac{1}{8}\left(\frac{\operatorname{rad}(X)}{\operatorname{rad}(Y)}\right)^{3 / 8} \leq \frac{1}{8}\left(\frac{5}{8}\right)^{3 t / 8} \leq \frac{1}{8}\left(\frac{7}{8}\right)^{t}
$$

We now show that given such a bound on $\alpha$, which decreases exponentially with the number of levels from the last reset cluster, the spanning tree of each cluster increases its diameter by at most a constant factor. The main issue is that when there is a reset, the parameter $\alpha$ is "reset" to a constant, and so the total radius increase could potentially be very large. The key property which enables us to overcome this problem is that reset clusters have small radius. In particular, we will argue that for any cluster $X \in \mathcal{G}$, the sum of all the radii of reset clusters in $\mathcal{R}(X)$ is a constant factor smaller than $\operatorname{rad}(X)$.

We actually prove a more general statement, that the radius of the tree is bounded as long as the $\alpha$ parameters are a converging sequence, as this will be used later in the probabilistic embedding setting as well.

LEMMA 4.7. If there exists $h: \mathbb{N} \rightarrow \mathbb{R}_{+}$with $\sum_{t>0} h(t) \leq 1$, such that the hierarchical partition satisfies for all $X \in \mathcal{F}, \alpha=\alpha(X) \leq h(L(X))$, then for any $F \in \mathcal{F}, \operatorname{rad}(T[F]) \leq c^{\prime} \cdot \operatorname{rad}(F)$.

Proof. We first prove by induction on the construction tree $\mathcal{G}$ that for every $X \in \mathcal{G}$ with $t=L(X)$ (recall that this is the number of levels from the nearest ancestor reset cluster in the construction tree and is 0 for reset clusters),

$$
\begin{equation*}
\operatorname{rad}(T[X]) \leq \operatorname{rad}(X) \cdot \prod_{j \geq t}(1+h(j))+\sum_{R \in \mathcal{R}(X)} \operatorname{rad}(T[R]) \tag{4.12}
\end{equation*}
$$

The base case is when $X$ is a leaf of $\mathcal{G}$; then the claim trivially holds as $\operatorname{rad}(T[X])=$ 0 . Otherwise, we partition $X$ into $X_{0}, \ldots, X_{m}$ and assume by induction that the hypothesis is true for the children of $X$ in $\mathcal{G}$. Let $i \in[m]$ be such that $d_{X}\left(y_{i}^{\prime}, x_{i}\right)+$ $\operatorname{rad}\left(T\left[X_{i}\right]\right)$ is maximal; then we claim that

$$
\begin{equation*}
\operatorname{rad}(T[X]) \leq \operatorname{rad}\left(T\left[X_{0}\right]\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(T\left[X_{i}\right]\right) \tag{4.13}
\end{equation*}
$$

To see this, assume $z \in X$ is the point such that $d_{T}\left(x_{0}, z\right)=\operatorname{rad}(T[X])$; then if $z \in X_{j}$ for some $j \geq 1$ we get that $d_{T}\left(x_{0}, z\right)=d_{T}\left(x_{0}, y_{j}^{\prime}\right)+d_{T}\left(y_{j}^{\prime}, x_{j}\right)+d_{T}\left(x_{j}, z\right) \leq$
$\operatorname{rad}\left(T\left[X_{0}\right]\right)+d_{X}\left(y_{j}^{\prime}, x_{j}\right)+\operatorname{rad}\left(T\left[X_{j}\right]\right) \leq \operatorname{rad}\left(T\left[X_{0}\right]\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(T\left[X_{i}\right]\right)$ (the case $z \in X_{0}$ is trivial).

There are four cases to consider, whether $X_{0}$ and $X_{i}$ are reset clusters or not. Consider first the case that both are not reset clusters. For $q \in\{0, i\}, L\left(X_{q}\right)$ is equal to $t+1$, and so by the induction hypothesis,

$$
\begin{equation*}
\operatorname{rad}\left(T\left[X_{q}\right]\right) \leq \operatorname{rad}\left(X_{q}\right) \cdot \prod_{j \geq t+1}(1+h(j))+\sum_{R \in \mathcal{R}\left(X_{q}\right)} \operatorname{rad}(T[R]) \tag{4.14}
\end{equation*}
$$

Observe that if $R \in \mathcal{R}\left(X_{q}\right)$, then since $X_{q}$ is not a reset cluster, $R \in \mathcal{R}(X)$ as well. Also, clearly $\mathcal{R}\left(X_{0}\right), \mathcal{R}\left(X_{i}\right)$ are disjoint. Now, by Claim 4.4 we get that

$$
\begin{equation*}
\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right) \leq \operatorname{rad}(X)(1+\alpha) \leq \operatorname{rad}(X)(1+h(t)) \tag{4.15}
\end{equation*}
$$

which yields

$$
\begin{aligned}
\operatorname{rad}(T[X]) & \stackrel{(4.13)}{\leq} \operatorname{rad}\left(T\left[X_{0}\right]\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(T\left[X_{i}\right]\right) \\
& \stackrel{(4.14)}{\leq}\left(\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)+\operatorname{rad}\left(X_{i}\right)\right) \prod_{j \geq t+1}(1+h(j))+\sum_{R \in \mathcal{R}\left(X_{0}\right) \cup \mathcal{R}\left(X_{i}\right)} \operatorname{rad}(T[R]) \\
& \stackrel{(4.15)}{\leq} \operatorname{rad}(X)(1+h(t)) \cdot \prod_{j \geq t+1}(1+h(j))+\sum_{R \in \mathcal{R}(X)} \operatorname{rad}(T[R]) \\
& =\operatorname{rad}(X) \cdot \prod_{j \geq t}(1+h(j))+\sum_{R \in \mathcal{R}(X)} \operatorname{rad}(T[R])
\end{aligned}
$$

If $X_{i}$ is a reset cluster and $X_{0}$ is not, then since $X_{i} \in \mathcal{R}(X) \backslash \mathcal{R}\left(X_{0}\right)$, a similar calculation gives that

$$
\begin{aligned}
\operatorname{rad}(T[X]) & \leq\left(\operatorname{rad}\left(X_{0}\right)+d_{X}\left(y_{i}^{\prime}, x_{i}\right)\right) \prod_{j \geq t+1}(1+h(j))+\sum_{R \in \mathcal{R}\left(X_{0}\right)}(\operatorname{rad}(T[R]))+\operatorname{rad}\left(T\left[X_{i}\right]\right) \\
& \leq \operatorname{rad}(X) \cdot \prod_{j \geq t}(1+h(j))+\sum_{R \in \mathcal{R}(X)} \operatorname{rad}(T[R])
\end{aligned}
$$

The other cases, when $X_{i}$ is a reset cluster and $X_{0}$ is not, and when both are reset clusters, are similar. This completes the proof of (4.12). Now we continue to prove the lemma. First, we prove by induction on the construction tree $\mathcal{G}$ that the lemma holds for the set of reset clusters. In fact we show a stronger bound, which is necessary in order to obtain the bound for nonreset clusters. Recall that $c=e+1$ and $c^{\prime}=2 e+1$. We show that for every reset cluster $Y \in \mathcal{R}$ we have

$$
\begin{equation*}
\operatorname{rad}(T[Y]) \leq c \cdot \operatorname{rad}(Y) \tag{4.16}
\end{equation*}
$$

Assume the induction hypothesis is true for all descendants of $Y$ in $\mathcal{R}$. In particular, for all $R \in \mathcal{R}(Y), \operatorname{rad}(T[R]) \leq c \cdot \operatorname{rad}(R)$. Recall that $R$ becomes a reset cluster since $\operatorname{rad}(R) \leq \frac{\operatorname{rad}(Y)}{c \cdot|Y|}|R|$, and using that $\{R: R \in \mathcal{R}(Y)\}$ are pairwise disjoint, ${ }^{5}$

$$
\begin{equation*}
\sum_{R \in \mathcal{R}(Y)} \operatorname{rad}(R) \leq \frac{\operatorname{rad}(Y)}{c|Y|} \sum_{R \in \mathcal{R}(Y)}|R| \leq \frac{\operatorname{rad}(Y)}{c} \tag{4.17}
\end{equation*}
$$

It follows that

$$
\begin{aligned}
& \operatorname{rad}(T[Y]) \stackrel{(4.12)}{\leq} \operatorname{rad}(Y) \cdot \prod_{j \geq 0}(1+h(j))+\sum_{R \in \mathcal{R}(Y)} \operatorname{rad}(T[R]) \\
&(4.17) \wedge(4.16) \\
& \operatorname{rad}(Y) \cdot e^{\sum_{j \geq 0} h(j)}+c \cdot \operatorname{rad}(Y) / c \\
& \leq(e+1) \operatorname{rad}(Y)=c \cdot \operatorname{rad}(Y) .
\end{aligned}
$$

Finally, we show the lemma holds for all the other clusters. Let $F \in \mathcal{F} \backslash \mathcal{R}$ and $Y \in \mathcal{R}$ such that $F \in \mathcal{G}_{Y}$. Let $t=L(F)$. Note that $\sum_{R \in \mathcal{R}(F)}|R| \leq|F|$. Since $F \notin \mathcal{R}$ we have $\frac{\operatorname{rad}(Y)}{c|Y|} \leq \frac{\operatorname{rad}(F)}{|F|}$ and it follows that

$$
\begin{equation*}
\sum_{R \in \mathcal{R}(F)} \operatorname{rad}(R) \leq \frac{\operatorname{rad}(Y)}{c|Y|} \sum_{R \in \mathcal{R}(F)}|R| \leq \frac{\operatorname{rad}(Y)}{c|Y|} \cdot|F| \leq \operatorname{rad}(F) \tag{4.18}
\end{equation*}
$$

Finally,

$$
\begin{aligned}
\operatorname{rad}(T[F]) & \stackrel{(4.12)}{\leq} \operatorname{rad}(F) \cdot \prod_{j \geq t}(1+h(j))+\sum_{R \in \mathcal{R}(F)} \operatorname{rad}(T[R]) \\
& \stackrel{(4.16)}{\leq} e \cdot \operatorname{rad}(F)+c \sum_{R \in \mathcal{R}(F)} \operatorname{rad}(R) \\
& \stackrel{(4.18)}{\leq} e \cdot \operatorname{rad}(F)+c \cdot \operatorname{rad}(F) \\
& =c^{\prime} \cdot \operatorname{rad}(F)
\end{aligned}
$$

proving the lemma.
We now proceed to bound for every $\epsilon$ the number of pairs with distortion $\Omega(\sqrt{1 / \epsilon})$, thus proving the scaling distortion of our constructed spanning tree. We begin with some definitions that will be crucial in the analysis.

Definition 4.8. For each $\epsilon \in(0,1)$ and $Y \in \mathcal{R}$ let $\mathcal{K}(Y, \epsilon)=\left\{F \in \mathcal{G}_{Y} \backslash\right.$ $\mathcal{R}(Y):|F|<\epsilon / \hat{c} \cdot|Y|\}$. In other words, a cluster is in $\mathcal{K}(Y, \epsilon)$ if it contains less than $\epsilon / \hat{c}$ fraction of the points of $Y$. The following proposition will be useful.

Proposition 4.9. Fix a cluster $F$ with reset ancestor $Y$. Then for any $\epsilon>$ $\epsilon_{\lim }(F), F \in \mathcal{K}(Y, \epsilon)$.

Proof. This is immediate from the definition of $\epsilon_{\lim }, \epsilon>\epsilon_{\lim }=\frac{|F|}{\beta \cdot|Y|} \geq \frac{\hat{c} \cdot|F|}{|Y|}$.
Informally, when counting the badly distorted pairs for a given $\epsilon$, whenever we reach a cluster in $\mathcal{K}(Y, \epsilon)$ we count all its pairs as bad. For $Y \in \mathcal{R}$ let $\mathcal{G}_{Y, \epsilon}$ be the subtree rooted at $Y$ that contains all the nodes $X$ whose path (in the construction

[^4]tree $\mathcal{G}$ ) to $Y$ (excluding $Y$ and $X$ ) contains no node in $\mathcal{R} \cup \mathcal{K}(Y, \epsilon)$. In other words, $\mathcal{G}_{Y, \epsilon}$ is the tree rooted at $Y$ whose leaves are reset clusters and clusters in $\mathcal{K}(Y, \epsilon)$, such that all inner nodes (except for the root $Y$ ) are not reset clusters nor in $\mathcal{K}(Y, \epsilon)$. Observe that $\mathcal{G}_{Y, \epsilon}$ is a subtree of $\mathcal{G}_{Y}$.

Recall the definition of $B_{\epsilon}(X)$ in (4.1), where the term $\hat{B}_{\epsilon}\left(P_{i}\right)$ is defined as in Lemma 4.1, and it is the square of the number of points which are "close" to the partition in the cone distance. In the following lemma we bound $B_{\epsilon}(Y)$ for every reset cluster $Y$ for any value of $\epsilon$. Note that $B_{\epsilon}(Y)$ does not count all the distorted pairs, as there are some pairs which are distorted for values of $\epsilon \in\left[\bar{\epsilon}, \epsilon_{\mathrm{lim}}\right]$, and those will be accounted for by $\bar{B}_{\epsilon}(Y)$, which is bounded in Observation 4.11.

Lemma 4.10. For any $Y \in \mathcal{R}, \epsilon \in(0,1)$ we have that $B_{\epsilon}(Y) \leq \epsilon|Y|^{2} / 4$.
Proof. As mentioned above, we will argue that for any reset cluster $Y$, the number of pairs of points that are both contained in a cluster $K$ for $K \in \mathcal{K}(Y, \epsilon)$ is sufficiently small so that we can ignore them all. The pairs that are contained in a reset cluster $R$ for $R \in \mathcal{R}(Y)$ will be handled recursively. We need to handle pairs that may be distorted by some partition before reaching the leaves of $\mathcal{G}_{Y}$. To this end, we define for a cluster $X \in \mathcal{G}_{Y}$

$$
\begin{equation*}
\mathcal{E}_{Y}(X)=(X \times Y) \backslash\left(\bigcup_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}}(R \times R)\right) \tag{4.19}
\end{equation*}
$$

these are all the pairs, whose first point is in $X$, that were separated by the hierarchical star-partition algorithm before reaching the leaves of $\mathcal{G}_{X}$. Note that each pair in $X \times X$ is counted twice. We prove by induction on the construction tree $\mathcal{G}_{Y, \epsilon}$ that if $t=L_{Y}(X)$,

$$
\begin{equation*}
B_{\epsilon}(X) \leq \epsilon / \hat{c} \cdot\left|\mathcal{E}_{Y}(X)\right| \sum_{j \geq t}(9 / 10)^{j}+\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}} B_{\epsilon}(R)+\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X}} B_{\epsilon}(K) \tag{4.20}
\end{equation*}
$$

The base of the induction, where $X$ is a leaf in $\mathcal{G}_{Y, \epsilon}$, is trivially true, because in the base case either $X \in \mathcal{K}(Y, \epsilon)$ or $X \in \mathcal{R}(Y)$, and then as $X \in \mathcal{G}_{X}$ we have that $B_{\epsilon}(X)$ appears on the right-hand side of (4.20).

For the inductive step, assume that (4.20) holds for all the children $X_{0}, \ldots, X_{m}$ of $X$. Let $P=\left\{P_{i}\right\}_{i=0}^{m-1}$ be the set of partitions that created these clusters, that is, $P_{i}=\left(X_{i} ; Y_{i}\right)$, where $Y_{i}=X \backslash\left(\cup_{0 \leq j \leq i} X_{j}\right)$. Note that the value of $\epsilon_{\lim }=\epsilon_{\lim }(X)$ is the same for all the partitions $P_{i}$; however, the value of $\bar{\epsilon}=\bar{\epsilon}(i)$ returned by the decompose algorithm can be different for values of $0 \leq i \leq m-1$. Since $X \notin \mathcal{K}(Y, \epsilon) \cup \mathcal{R}(Y)$, by Definition 4.8 we have that $\epsilon \leq \hat{c} \cdot|X| /|Y| \leq 1 / \beta \cdot|X| /|Y|=\epsilon_{\text {lim }}$. Hence we can apply Lemma 4.1 to deduce a bound on $\hat{B}_{\epsilon}\left(P_{i}\right)$. By Claim 4.6 we have $\beta=\frac{1}{\hat{c}}\left(\frac{\operatorname{rad}(X)}{\operatorname{rad}(Y)}\right)^{1 / 4} \leq$ $\frac{1}{\hat{c}}\left(\frac{5}{8}\right)^{t / 4}$. From Lemma 4.1, and using that $\hat{B}_{\epsilon}\left(P_{i}\right)=0$ for partitions $P_{i}$ in which $\epsilon \geq \bar{\epsilon}(i)$, we obtain for every $0 \leq i \leq m-1$ that

$$
\hat{B}_{\epsilon}\left(P_{i}\right) \leq \epsilon \cdot\left|X_{i}\right| \cdot\left|Y \backslash X_{i}\right| \cdot(5 / 8)^{t / 4} / \hat{c}
$$

Observe that each pair in $X_{i} \times\left(Y \backslash X_{i}\right)$ cannot appear in $R \times R$ for any $R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}$ because this pair is separated. Also, summing over all $0 \leq i \leq m-1$ we count every pair of $X \times Y$ at most once, so that

$$
\begin{equation*}
\sum_{i=0}^{m-1} \hat{B}_{\epsilon}\left(P_{i}\right) \leq \epsilon / \hat{c} \cdot(5 / 8)^{t / 4} \sum_{i=0}^{m-1}\left|X_{i}\right| \cdot\left|Y \backslash X_{i}\right| \leq \epsilon / \hat{c} \cdot(9 / 10)^{t}\left|\mathcal{E}_{Y}(X)\right| \tag{4.21}
\end{equation*}
$$

Since $X \notin \mathcal{K}(Y, \epsilon) \cup \mathcal{R}(Y)$ we have that each $R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}$ (resp., $K \in \mathcal{K}(Y, \epsilon) \cap$ $\mathcal{G}_{X}$ ) appears in exactly one of $\mathcal{R}(Y) \cap \mathcal{G}_{X_{i}}$ (resp., $\mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X_{i}}$ ) for some $0 \leq i \leq m$ (in other words, for each leaf of $\mathcal{G}_{Y, \epsilon}$ in the subtree rooted at $X$, there is exactly one $X_{i}$ such that the leaf belongs to the subtree rooted at $X_{i}$ ). This implies the following:

$$
\begin{align*}
\sum_{i=0}^{m}\left|\mathcal{E}_{Y}\left(X_{i}\right)\right| & =\left|\mathcal{E}_{Y}(X)\right|,  \tag{4.22}\\
\sum_{i=0}^{m}\left(\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X_{i}}} B_{\epsilon}(R)\right) & =\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}} B_{\epsilon}(R), \\
\sum_{i=0}^{m}\left(\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X_{i}}} B_{\epsilon}(K)\right) & =\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X}} B_{\epsilon}(K) .
\end{align*}
$$

The number of levels in the construction tree from each $X_{i}$ to $Y$ is $t+1$, and so

$$
\begin{aligned}
& B_{\epsilon}(X) \stackrel{(4.1)}{=} \sum_{i=0}^{m-1} \hat{B}_{\epsilon}\left(P_{i}\right)+\sum_{i=0}^{m} B_{\epsilon}\left(X_{i}\right) \\
& \stackrel{(4.20)}{\leq} \sum_{i=0}^{m-1} \hat{B}_{\epsilon}\left(P_{i}\right)+\sum_{i=0}^{m}\left(\epsilon / \hat{c} \cdot\left|\mathcal{E}_{Y}\left(X_{i}\right)\right| \sum_{j \geq t+1}(9 / 10)^{j}\right. \\
&\left.+\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X_{i}}} B_{\epsilon}(R)+\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X_{i}}} B_{\epsilon}(K)\right) \\
& \begin{aligned}
&(4.22) \wedge(4.21) \\
& \leq \epsilon / \hat{c} \cdot(9 / 10)^{t}\left|\mathcal{E}_{Y}(X)\right|+\epsilon / \hat{c} \cdot\left|\mathcal{E}_{Y}(X)\right| \sum_{j \geq t+1}(9 / 10)^{j} \\
&+\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}} B_{\epsilon}(R)+\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X}} B_{\epsilon}(K) \\
&= \epsilon / \hat{c} \cdot\left|\mathcal{E}_{Y}(X)\right| \sum_{j \geq t}(9 / 10)^{j}+\sum_{R \in \mathcal{R}(Y) \cap \mathcal{G}_{X}} B_{\epsilon}(R)+\sum_{K \in \mathcal{K}(Y, \epsilon) \cap \mathcal{G}_{X}} B_{\epsilon}(K),
\end{aligned}
\end{aligned}
$$

which proves the inductive claim.
We now prove the assertion of the lemma by induction on the construction tree $\mathcal{G}$. The base case for leaves of $\mathcal{G}$ is trivial, as they are of size 1 and contain no pairs. Let $Y \in \mathcal{R}$. By the induction hypothesis, for every $R \in \mathcal{R}(Y)$,

$$
\begin{equation*}
B_{\epsilon}(R) \leq \epsilon|R|^{2} / 4 \tag{4.23}
\end{equation*}
$$

Observe that if $K \in \mathcal{K}(Y, \epsilon)$, then we treat all pairs in $K$ as distorted, and using Definition 4.8

$$
\begin{equation*}
B_{\epsilon}(K) \leq|K|^{2} \leq \frac{1}{\hat{c}} \cdot \epsilon|Y| \cdot|K| \tag{4.24}
\end{equation*}
$$

Since the clusters in $\mathcal{R}(Y) \cup \mathcal{K}(Y, \epsilon)$ are pairwise disjoint,

$$
\begin{equation*}
\sum_{R \in \mathcal{R}(Y)}|R|+\sum_{K \in \mathcal{K}(Y, \epsilon)}|K| \leq|Y| \tag{4.25}
\end{equation*}
$$

Recall that $\hat{c}=44$ and $\sum_{j \geq 0}(9 / 10)^{j}=10$. Finally,

$$
\begin{aligned}
& B_{\epsilon}(Y) \stackrel{(4.20)}{\leq} \epsilon / \hat{c} \cdot\left|\mathcal{E}_{Y}(Y)\right| \sum_{j \geq 0}(9 / 10)^{j}+\sum_{R \in \mathcal{R}(Y)} B_{\epsilon}(R)+\sum_{K \in \mathcal{K}(Y, \epsilon)} B_{\epsilon}(K) \\
& \stackrel{(4.23) \wedge(4.24)}{\leq} 10 \epsilon / 44 \cdot\left|\mathcal{E}_{Y}(Y)\right|+\epsilon / 4 \cdot \sum_{R \in \mathcal{R}(Y)}|R|^{2}+\epsilon \cdot|Y| / 44 \cdot \sum_{K \in \mathcal{K}(Y, \epsilon)}|K| \\
& =\left[10 \epsilon / 44 \cdot\left|\mathcal{E}_{Y}(Y)\right|+10 \epsilon / 44 \sum_{R \in \mathcal{R}(Y)}|R|^{2}\right] \\
& +\left[\epsilon / 44 \cdot \sum_{R \in \mathcal{R}(Y)}|R|^{2}+\epsilon \cdot|Y| / 44 \cdot \sum_{K \in \mathcal{K}(Y, \epsilon)}|K|\right] \\
& \stackrel{(4.19)}{\leq} 10 \epsilon / 44 \cdot|Y|^{2}+\epsilon \cdot|Y| / 44 \cdot\left(\sum_{R \in \mathcal{R}(Y)}|R|+\sum_{K \in \mathcal{K}(Y, \epsilon)}|K|\right) \\
& \stackrel{(4.25)}{\leq} 10 \epsilon / 44 \cdot|Y|^{2}+\epsilon / 44 \cdot|Y|^{2} \\
& =\epsilon / 4 \cdot|Y|^{2} \text {. }
\end{aligned}
$$

Observation 4.12. For every $\epsilon \in(0,1], \bar{B}_{\epsilon}(G) \leq \epsilon n^{2} / 8$.
Proof. Recall the definition of $\bar{B}_{\epsilon}(G)$ in (4.2). By Lemma 4.1, for all $x \in V(G)$, $\bar{B}_{\epsilon}(x) \leq \epsilon n / 8$, and thus

$$
\bar{B}_{\epsilon}(G)=\sum_{x \in V(G)} \bar{B}_{\epsilon}(x) \leq \epsilon n^{2} / 8
$$

Proof of Theorem 1.5. First we show that the total number of pairs whose distortion is too large is at most $\epsilon\binom{n}{2}$ for any value of $\epsilon \in(0,1]$. Indeed, applying Lemma 4.10 on the original graph $G$ suggests that $B_{\epsilon}(G) \leq \epsilon n^{2} / 4$, and by Observation 4.11, $\bar{B}_{\epsilon}(G) \leq \epsilon n^{2} / 8$.

For the distortion analysis, we have to be extremely careful: it could be that some $x, y \in X$ are not separated in the star-partition of $X$. However, in the cluster $X_{i}$ that contains them, the induced distance is increased-this can happen if the shortest path between $x, y$ in $X$ is not fully contained in $X_{i}$. For this reason, we will argue that even if the shortest path between a pair is cut (that is, not fully contained in a single cluster), then either this pair is accounted for in $B_{\epsilon}(G)$ or $\bar{B}_{\epsilon}(G)$ or the following holds: Even if $x, y$ will be in the maximal possible distance in the final tree, their distortion will be small enough.

Fix any $\epsilon \in(0,1)$ and some pair $x, y \in V(G)$. Let $x=v_{1}, \ldots, v_{t}=y$ be a shortest path in $G$ between $x$ and $y$. Let $X$ be a cluster for which this path is cut for the first time, that is, $v_{1}, \ldots, v_{t} \in X$, and when $X$ is partitioned to $X_{0}, \ldots, X_{m}$, then there is some $0 \leq i \leq m$ such that $0<\left|X_{i} \cap\left\{v_{1}, \ldots, v_{t}\right\}\right|<t$. We take the minimal such $i$, which means that $v_{1}, \ldots, v_{t} \in Y_{i-1}$. Let $\hat{\Lambda}=\operatorname{rad}(X)$. In order to create the cluster $X_{i}$, the decompose algorithm is called on $Y_{i-1}$ with the cone metric $\rho=\ell_{x_{i}}^{x_{0}}$ (where the cone metric is with respect to the graph induced by $X_{0} \cup Y_{i-1}$ and the set $Y_{i-1}$ ) and creates a partition $P=\left(X_{i} ; Y_{i}\right)$ where $X_{i}=B_{\left(Y_{i-1}, \rho\right)}\left(x_{i}, r\right)$ for some radius $r$. W.l.o.g. assume that $1 \leq j<t$ is such that $v_{j} \in X_{i}, v_{j+1} \notin X_{i}$ (the other possibility
that $v_{j} \notin X_{i}$ and $v_{j+1} \in X_{i}$ is symmetric). If it is the case that $\epsilon>\epsilon_{\lim }=\epsilon_{\lim }(X)$, then by definition $B_{\epsilon}(X)=\binom{|X|}{2}$, and the pair $\{x, y\}$ is accounted for there. So from now on we assume that $\epsilon \leq \epsilon_{\text {lim }}$.

If it is the case that $d_{G}(x, y)<\sqrt{\epsilon} \hat{\Lambda} /(300 C)$, then we will show that both $x, y \in$ $S_{\epsilon}(P)$. To see this, consider first the case where $x \in X_{i}$, then using (4.4), $\rho\left(x, v_{j+1}\right) \leq$ $2 d_{Y_{i-1}}\left(x, v_{j+1}\right)=2 d_{G}\left(x, v_{j+1}\right) \leq 2 d_{G}(x, y)<\sqrt{\epsilon} \hat{\Lambda} /(150 C)$, and since $\rho\left(x_{i}, v_{j+1}\right)>r$, by the triangle inequality $\rho\left(x_{i}, x\right) \geq \rho\left(x_{i}, v_{j+1}\right)-\rho\left(x, v_{j+1}\right)>r-\sqrt{\epsilon} \hat{\Lambda} /(150 C)$ so we get that $x \in S_{\epsilon}(P)$. The other case is when $x \notin X_{i}$, then similarly $\rho\left(x, v_{j}\right) \leq$ $2 d_{G}\left(x, v_{j}\right) \leq 2 d_{G}(x, y)<\sqrt{\epsilon} \hat{\Lambda} /(150 C)$, and as $\rho\left(x_{i}, v_{j}\right) \leq r$ we obtain that $\rho\left(x_{i}, x\right) \leq$ $\rho\left(x_{i}, v_{j}\right)+\rho\left(v_{j}, x\right)<r+\sqrt{\epsilon} \hat{\Lambda} /(150 C)$ so again $x \in S_{\epsilon}(P)$. The argument for $y$ is analogous. Finally, we consider two cases. If $\epsilon \leq \bar{\epsilon}$ (where $\bar{\epsilon}$ is the parameter returned by decompose when creating the partition $P$ ), then as $\hat{B}_{\epsilon}(P)=\left|S_{\epsilon}(P)\right|^{2}$, the pair $x, y$ is accounted for in $\hat{B}_{\epsilon}(P)$. The other case is that $\bar{\epsilon}<\epsilon \leq \epsilon_{\text {lim }}$, then since $d_{Y_{i-1}}(x, y)<\sqrt{\epsilon} \hat{\Lambda} /(300 C)$ we have that $y \in B_{Y_{i-1}}(x, \sqrt{\epsilon} \hat{\Lambda} /(150 C))$. Note that if $\bar{B}_{\epsilon}(X)$ is defined in the current partition $P$, then $y$ contributes to $\bar{B}_{\epsilon}(x)$ (in the sense that it appears in the appropriate ball in the definition of $\left.\bar{B}_{\epsilon}(x)\right)$, while if it has been defined in the previous iteration, while partitioning some cluster $Y$ which is an ancestor of $X$, we claim that $y$ already contributed to $\bar{B}_{\epsilon}(x)$. To see this, observe that $\bar{B}_{\epsilon}(x)$ depends only on $\epsilon, X$ and on $\hat{\Lambda}$, and by Corollary 4.5 , the radius of $Y$ is larger than $\hat{\Lambda}$. Since we are using the induced metric on $X$, the ball in $Y$ as defined for $\bar{B}_{\epsilon}(x)$ will surely contain $y$ as well.

We now argue that if $d_{G}(x, y) \geq \sqrt{\epsilon} \hat{\Lambda} /(300 C)$ the distortion will be sufficiently small. This will follow once we establish that $d_{T}(x, y) \leq 2 c^{\prime} \hat{\Lambda}$, in which case the distortion will be at most $600 c^{\prime} C / \sqrt{\epsilon}=O(1 / \sqrt{\epsilon})$. To prove this, we use Lemma 4.7 with the parameter $h(t)=\frac{1}{8} \cdot\left(\frac{7}{8}\right)^{t}$. This choice satisfies the conditions of the lemma since $\sum_{t>0} h(t)=1$, and using the second property of Claim 4.6 we have that indeed $\alpha(X) \leq \bar{h}(L(X))$. By the assertion of Lemma 4.7 we obtain $d_{T}(x, y) \leq 2 \operatorname{rad}(T[X]) \leq$ $2 c^{\prime} \hat{\Lambda}$. Applying Lemma 2.2 yields the promised bounds on the $\ell_{q}$ distortion. $\quad$ ]

Finally, we complete the proof of Lemma 4.1 stating the properties of our generic decompose algorithm.

Proof of Lemma 4.2. In what follows, unless stated explicitly, all the balls are with respect to the metric ( $W, \rho$ ) (which may be a cone pseudometric). The proof is very similar to the proof of the ultrametric case, but there are two main differences. The first is that we need to satisfy the property of the lemma only for $\epsilon \leq \epsilon_{\mathrm{lim}}$, so we can use the fact that $|W| \leq \epsilon_{\text {lim }} \cdot \beta \cdot n$ to obtain an improved bound on the number of (possibly) distorted pairs. The second difference is that we cannot choose the center point $u$; it is given as input. Recall that in the ultrametric case we chose a specific $u$ so that $\left|B^{\circ}(u, \Delta / 2)\right| \leq n / 2$ (in a cone metric, even a ball of radius 0 may contain an arbitrary number of points!); therefore we need to consider two cases. The first is that a ball of certain radius (analogous to the ball of half the radius in the ultrametric case) contains less than $n / 2$ points, and we choose the radius in a similar manner to Claim 3.3, so that $|Z| \leq n / 2$. In the second case, the roles of $Z$ and $\bar{Z}=W \backslash Z$ switch, and we choose the radius to be at least that certain radius, so that $|\bar{Z}| \leq n / 2$.

Note that the parameters $\bar{\epsilon}, \hat{\epsilon}$ defined below are not necessarily smaller than 1 . Recall that $\alpha=\sqrt{\epsilon_{\lim }} / C$ and $\beta \leq 1 / \hat{c}=1 / 44$.

Case 1. $|B(u,(\theta+\alpha / 2) \hat{\Lambda})| \leq n / 2$. In this case let $\hat{\epsilon}=\max \left\{\epsilon \in\left(0, \epsilon_{\lim }\right]: \mid B(u,(\theta+\right.$ $\left.\left.\left.\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right) \mid \geq \epsilon \cdot \beta \cdot n\right\}$ (recall that such $\hat{\epsilon}$ exists, because when $\epsilon=1 /(\beta n)$ the condition is satisfied). Let $\hat{S}=\left[\left(\theta+\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda},\left(\theta+\frac{\sqrt{\epsilon}}{2 C}\right) \hat{\Lambda}\right)$, and $S=\left[\left(\theta+\frac{\sqrt{\epsilon}}{C}\left(\frac{1}{4}+\frac{1}{25}\right) \hat{\Lambda}\right.\right.$,
$\left.\left(\theta+\frac{\sqrt{\epsilon}}{C}\left(\frac{1}{2}-\frac{1}{25}\right)\right) \hat{\Lambda}\right]$. As in the previous section, we will choose $r \in S$ and define the partition by $Z=B(u, r)$. Observe that

$$
\begin{equation*}
\hat{\epsilon} \cdot \beta \cdot n \leq|Z| \leq n / 2 \tag{4.26}
\end{equation*}
$$

Case 2. $|B(u,(\theta+\alpha / 2) \hat{\Lambda})|>n / 2$. In this case let $\hat{\epsilon}=\max \left\{\epsilon \in\left(0, \epsilon_{\lim ]}\right]:|W|\right.$ $\left.\left.B\left(u,\left(\theta+\alpha-\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right) \right\rvert\, \geq \epsilon \cdot \beta \cdot n\right\}$. Let $\hat{S}=\left[\left(\theta+\alpha-\frac{\sqrt{\epsilon}}{2 C}\right) \hat{\Lambda},\left(\theta+\alpha-\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right]$, and $S=\left[\left(\theta+\alpha-\frac{\sqrt{\hat{\epsilon}}}{C}\left(\frac{1}{2}-\frac{1}{25}\right)\right) \hat{\Lambda},\left(\theta+\alpha-\frac{\sqrt{\hat{\epsilon}}}{C}\left(\frac{1}{4}+\frac{1}{25}\right)\right) \hat{\Lambda}\right]$.

Note that choosing $r \in S$ and $Z=B(u, r)$ guarantees that

$$
\begin{equation*}
\hat{\epsilon} \cdot \beta \cdot n \leq|\bar{Z}| \leq n / 2 \tag{4.27}
\end{equation*}
$$

We show that one can choose $r \in S$ and define the partition $P=(Z ; \bar{Z})$ by $Z=B(u, r)$ such that the property of the lemma holds with $\bar{\epsilon}=32 \hat{\epsilon}$. The algorithm will return $\bar{\epsilon}$. First we show the property for $\epsilon \in\left[\bar{\epsilon}, \epsilon_{\mathrm{lim}}\right]$ for any $r \in S$ and either of the two cases. Let $x \in S_{\epsilon}(P)$ (as defined in the lemma).

Case 1. Note that since $\rho(u, x) \leq r+\frac{\sqrt{\epsilon} \hat{\Lambda}}{150 C}$ we have that $B\left(x, \frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right) \subseteq B(u, r+$ $\left.\frac{3 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right) \subseteq B\left(u,\left(\theta+\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right)$, and we used that $r<\left(\theta+\frac{\sqrt{\hat{\epsilon}}}{2 C}\right) \hat{\Lambda} \leq\left(\theta+\frac{\sqrt{\epsilon / 32}}{2 C}\right) \hat{\Lambda}$. By the maximality of $\hat{\epsilon}$ and since $\epsilon>\hat{\epsilon}$ we have that

$$
\begin{equation*}
\left|B\left(x, \frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right)\right| \leq\left|B\left(u,\left(\theta+\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right)\right| \leq \epsilon \cdot \beta \cdot n<\epsilon n / 8 \tag{4.28}
\end{equation*}
$$

Case 2. This case is similar to the previous case. This time using that $\rho(u, x) \geq$ $r-\frac{\sqrt{\epsilon} \hat{\Lambda}}{150 C}$, we have that $B\left(x, \frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right) \subseteq W \backslash B^{\circ}\left(u, \rho(u, x)-\frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right) \subseteq W \backslash B^{\circ}\left(u, r-\frac{3 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right) \subseteq$ $W \backslash B\left(u,\left(\theta+\alpha-\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right)$, where the last inequality is using that $r>\left(\theta+\alpha-\frac{\sqrt{\hat{\epsilon}}}{2 C}\right) \hat{\Lambda} \geq$ $\left(\theta+\alpha-\frac{\sqrt{\epsilon / 32}}{2 C}\right) \hat{\Lambda}$. By the maximality of $\hat{\epsilon}$ and since $\epsilon>\hat{\epsilon}$ it follows that

$$
\begin{equation*}
\left|B\left(x, \frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right)\right| \leq\left|W \backslash B\left(u,\left(\theta+\alpha-\frac{\sqrt{\epsilon}}{4 C}\right) \hat{\Lambda}\right)\right| \leq \epsilon \cdot \beta \cdot n<\epsilon n / 8 \tag{4.29}
\end{equation*}
$$

Using (4.4) with (4.28) (or (4.29), depending on which case), we conclude that

$$
\bar{B}_{\epsilon}(x)=\left|B_{\left(W, d_{W}\right)}\left(x, \frac{\sqrt{\epsilon} \hat{\Lambda}}{150 C}\right)\right| \leq\left|B\left(x, \frac{2 \sqrt{\epsilon} \hat{\Lambda}}{150 C}\right)\right| \leq \epsilon n / 8
$$

We next show that a certain choice of $r \in S$ will produce a partition that satisfies the property of the lemma for all $\epsilon \in(0, \bar{\epsilon}]$. The proof is very similar to that of Claim 3.3: we first bound the total number of points whose distance to $u$ lies in $S$ and then iteratively delete any "bad" interval in $S$, those that contain too many points. Then we argue that we must have run out of points before all of $S$ could be removed. This suggests that any radius in the remaining interval will be good for all $\epsilon$ in the appropriate range. The proof here is slightly more involved, only because we have some extra parameters such as $\epsilon_{\text {rmlim }}$ and $\beta$ that control the size of $W$, and we have two cases to consider, but the essential idea is the same.

For any $r \in S$ and $\epsilon \leq \bar{\epsilon}$ let $\left.\left.S_{r}(\epsilon)=[r-\sqrt{\epsilon} \hat{\Lambda} /(150 C)), r+\sqrt{\epsilon} \hat{\Lambda} /(150 C)\right)\right]$, $s(\epsilon)=\sqrt{\epsilon} \hat{\Lambda} /(75 C)$, and let $Q_{r}(\epsilon)=\left\{w \in W: \rho(u, w) \in S_{r}(\epsilon)\right\}$. Note that the length of the interval $S$ is given by $s=17 /(100 C) \sqrt{\hat{\epsilon}} \hat{\Lambda}$ and that for any $r \in S$
and any $\epsilon \leq \bar{\epsilon}, S_{r}(\epsilon) \subseteq \hat{S}$. We say that properly $A_{r}(\epsilon)$ holds if cutting at radius $r$ is "good" for $\epsilon$; formally: $A_{r}(\epsilon)$ iff $\left|Q_{r}(\epsilon)\right| \leq \sqrt{\epsilon \cdot \hat{\epsilon} / 2} \cdot n \cdot \beta$. As before we define $Q=\{w \in W: \rho(u, w) \in \hat{S}\}$.

Proposition 4.12. $|Q| \leq 4 \hat{\epsilon} \cdot \beta \cdot n$.
Proof. In Case 1, we have that $Q \subseteq B(u,(\theta+\sqrt{\hat{\epsilon}} /(2 C)) \hat{\Lambda})$. We distinguish between two cases. If $\hat{\epsilon} \leq \epsilon_{\lim } / 4$, then $|B(u,(\theta+\sqrt{4 \hat{\epsilon}} /(4 C)) \hat{\Lambda})| \leq 4 \hat{\epsilon} \cdot \beta \cdot n$ (by the maximality of $\hat{\epsilon}$ ). Otherwise, $\hat{\epsilon}>\epsilon_{\lim } / 4$. In this case, by the restriction on $\epsilon_{\lim }$ imposed in the lemma, $|Q| \leq|W| \leq \epsilon_{\lim } \cdot \beta \cdot n \leq 4 \hat{\epsilon} \cdot \beta \cdot n$.

In Case $2, Q \subseteq W \backslash B(u,(\theta+\alpha-\sqrt{\hat{\epsilon}} /(2 C)) \hat{\Lambda})$. We distinguish between two cases. If $\hat{\epsilon} \leq \epsilon_{\lim } / 4$, then $|W \backslash B(u,(\theta+\alpha-\sqrt{4 \hat{\epsilon}} /(4 C)) \hat{\Lambda})| \leq 4 \hat{\epsilon} \cdot \beta \cdot n$ (by the maximality of $\hat{\epsilon})$. Otherwise, $\hat{\epsilon}>\epsilon_{\lim } / 4$, and again $|Q| \leq|W| \leq 4 \hat{\epsilon} \cdot \beta \cdot n$.

Claim 4.13. There exists some $r \in S$ such that properly $A_{r}(\epsilon)$ holds for all $\epsilon \in(0, \bar{\epsilon}]$.

Proof. The proof is very similar to the proof of Claim 3.3. We perform a process that deletes the "worst" interval from $S$. Initially, let $I_{0}=S$, and $j=1$.

1. If for all $r \in I_{j-1}$ and for all $\epsilon \in(0, \bar{\epsilon}]$ property $A_{r}(\epsilon)$ holds, then set $t=j-1$, stop the iterative process, and output $I_{t}$.
2. Let $\mathcal{S}_{j}=\left\{S_{r}(\epsilon): r \in I_{j-1}, \epsilon \leq 32 \hat{\epsilon}, \neg A_{r}(\epsilon)\right\}$. We greedily remove the interval that has maximal $\epsilon$. Formally, let $r_{j}, \epsilon_{j}$ be parameters such that $S_{r_{j}}\left(\epsilon_{j}\right) \in \mathcal{S}_{j}$ and $\epsilon_{j}=\max \left\{\epsilon: \exists S_{r}(\epsilon) \in \mathcal{S}_{j}\right\}$.
3. Set $I_{j}=I_{j-1} \backslash S_{r_{j}}\left(\epsilon_{j}\right)$, set $j=j+1$, and goto 1 .

We now argue that $I_{t} \neq \emptyset$. First observe that $\sum_{j=1}^{t}\left|Q_{r_{j}}\left(\epsilon_{j}\right)\right| \leq 2|Q| \leq 8 \hat{\epsilon} \cdot \beta \cdot n$. Recall that since $A_{r_{j}}\left(\epsilon_{j}\right)$ does not hold, then for any $1 \leq j \leq t:\left|Q_{r_{j}}\left(\epsilon_{j}\right)\right|>\sqrt{\epsilon_{j} \cdot \hat{\epsilon} / 2}$. $\beta \cdot n$, which implies that $\sum_{j=1}^{t} \sqrt{\epsilon_{j}}<12 \sqrt{\hat{\epsilon}}$. Now we can bound the total length of the removed intervals,

$$
\sum_{j=1}^{t} s\left(\epsilon_{j}\right) \leq \sum_{j=1}^{t} \sqrt{\epsilon_{j}} \Delta /(75 C) \leq 12 /(75 C) \cdot \sqrt{\hat{\epsilon}} \Delta=16 /(100 C) \cdot \sqrt{\hat{\epsilon}} \Delta
$$

Since $s=17 /(100 C) \cdot \sqrt{\hat{\epsilon}} \Delta$, then indeed $I_{t} \neq \emptyset$, so any $r \in I_{t}$ satisfies the condition of the claim.

Claim 4.13 shows that for any $\epsilon \in(0, \bar{\epsilon}]$ we have

$$
\hat{B}_{\epsilon}(P) \leq \epsilon \cdot \hat{\epsilon} / 2 \cdot(n \cdot \beta)^{2} \leq \epsilon \cdot \beta \cdot|Z| \cdot(n-|Z|)
$$

the last inequality holds using (4.26) in Case 1, which also implies that $n / 2 \leq n-$ $|Z|$. In Case 2 we are using (4.27), which yields $n / 2 \leq|Z|$ (and also that $|\bar{Z}| \leq$ $n-|Z|)$.
5. Lower bound. In this section we show that our upper bounds on scaling distortion are tight even for the $n$-cycle.

Lemma 5.1. For any $\epsilon \in\left(1 / n^{2}, 1\right)$, any $(1-\epsilon)$-partial embedding of the $n$-cycle into a tree requires distortion at least $\Omega(1 / \sqrt{\epsilon})$.

Proof. Fix some $\epsilon \in\left(1 / n^{2}, 1\right)$, and let $v_{1}, \ldots, v_{n}$ be the (ordered) vertices of the $n$-cycle $(X, d)$. The proof idea is to show that for any choice of $P \subseteq\binom{X}{2}$ with $|P| \geq(1-\epsilon)\binom{n}{2}$, we can find $k \approx 1 / \sqrt{\epsilon}$ points on the cycle $u_{1}, \ldots, u_{k}$ such that the metric induced on $\left\{u_{1}, \ldots, u_{k}\right\}$ is almost a cycle metric, and all the pairs $\left\{u_{i}, u_{j}\right\}$ are in $P$. Applying the known lower bound of $\Omega(k)$ for embedding a $k$-cycle into any tree [RR98] will finish the proof.

Let $k=1 /(4 \sqrt{\epsilon})$ and $m=n / k .{ }^{6}$ Divide the vertices of the cycle into $k$ consecutive parts $\bar{U}_{1}, \ldots, \bar{U}_{k}$, that is, for any $1 \leq i \leq k$ let $\bar{U}_{i}=\left\{v_{(i-1) m+1}, \ldots, v_{i m}\right\}$. Let $U_{i} \subseteq \bar{U}_{i}$ be the central $m / 2$ points of $\bar{U}_{i}$. Given any $P \subseteq\binom{X}{2}$, it is sufficient to find $u_{i} \in U_{i}$ for each $1 \leq i \leq k$ such that for any $1 \leq i<j \leq k,\left\{u_{i}, u_{j}\right\} \in P$ (because $d\left(u_{i}, u_{j}\right) \approx m \cdot \min \{j-i, i+k-j\}$ up to a factor of 4). We will choose these representatives $u_{i}$ iteratively. At each step there will be a forbidden set of points $B_{i} \subseteq U_{i}$. Let $N(u)$ denote the set of points $v$ such that $\{u, v\} \notin P$, and let $\operatorname{deg}(u)=|N(u)|$. We start with $i=1$ :

1. Let $B_{i}=U_{i} \cap\left(\bigcup_{j=1}^{i-1} N\left(u_{j}\right)\right)$.
2. Choose $u_{i} \in U_{i} \backslash B_{i}$ with the minimum degree.

3 . If $i<k$ let $i=i+1$ and go to 1 .
Now we show that for any $i,\left|B_{i}\right| \leq m / 4$, which will conclude the proof. Fix $1 \leq i \leq k$, and assume inductively for all $1 \leq j<i$ that $\left|B_{j}\right| \leq m / 4$ (observe that $B_{1}=\emptyset$ ). It is sufficient to show that $\sum_{j=1}^{i-1} \operatorname{deg}\left(u_{j}\right) \leq m / 4$, and in order to do so, consider the total number of pairs outside $P$, which must be at most $\epsilon n^{2} / 2$. The minimality of $\operatorname{deg}\left(u_{j}\right)$ and the fact that $\left|U_{j} \backslash B_{j}\right| \geq m / 4$ indicate that there are at least $m / 4$ points in $U_{j}$ of degree at least $\operatorname{deg}\left(u_{j}\right)$. Summing over all $1 \leq j<i$, noticing that each pair may be counted twice, gives a total number of $m / 8 \sum_{j=1}^{i-1} \operatorname{deg}\left(u_{j}\right)$ pairs outside $P$. Using that $\epsilon n^{2} / 2=m^{2} / 32$ we get that

$$
\sum_{j=1}^{i-1} \operatorname{deg}\left(u_{j}\right) \leq 8 / m \cdot \epsilon n^{2} / 2=m / 4
$$

6. Probabilistic scaling embedding into spanning trees. In this section we prove Theorem 1.6. The proof of this theorem is based on a somewhat simpler variation of the decomposition algorithm from the previous section. In fact, the hierarchical star-partition algorithm remains practically the same, with modified submethod probabilistic star-partition given in Figure 3, instead of star-partition. Note that this method does not require $n$, the size of last reset cluster, as a parameter.

Let $f:[1, \infty) \rightarrow[1, \infty)$ be a monotone nondecreasing function satisfying $f(i) \geq i$ and

$$
\begin{equation*}
\sum_{i=1}^{\infty} \frac{1}{f(i)} \leq 1 / 2 \tag{6.1}
\end{equation*}
$$

For example, if we define $\log ^{(0)} n=n$, and for any $i>0$ define recursively $\log ^{(i)} n=$ $\max \left\{\log \left(\log { }^{(i-1)} n\right), 1\right\}$, then we can take for any constants $\theta>0, t \in \mathbb{N}$ the function $f(x)=\hat{c} \prod_{j=0}^{t-1} \log ^{(j)}(x) \cdot\left(\log ^{(t)}(x)\right)^{1+\theta}$, for sufficiently large constant $\hat{c}>0$, and it will satisfy the conditions.
6.1. Algorithm analysis. Let $\hat{\mathcal{H}}$ be the distribution on laminar families induced by the algorithm above. Let $\mathcal{H}=\operatorname{supp}(\hat{\mathcal{H}})$. We begin with a bound on the radius of any tree that can be created by the randomized algorithm. In what follows we fix a certain family $\mathcal{F} \in \mathcal{H}$ with a corresponding construction tree $\mathcal{G}$ and use the definitions of the first paragraph in section 4.1. We say that a node $X \in \mathcal{F}$ is in level $i$ of $\mathcal{G}$ if the distance in the construction tree from $X$ to the root is $i$. We have the following claims analogous to Claim 4.6.

[^5]$$
\left(X_{0}, \ldots, X_{t},\left(y_{1}, x_{1}\right), \ldots,\left(y_{t}, x_{t}\right)\right)=\text { probabilistic-star-partition }\left(X, x_{0}, \Lambda\right):
$$

1. Set $k=0 ; \hat{\Lambda}=\operatorname{rad}_{x_{0}}(X) ; \alpha=\frac{1}{16 f(\log (2 \Lambda / \hat{\Lambda}))}$;
2. Choose uniformly at random $\beta \in[1 / 2,5 / 8]$.
3. $X_{0}=B\left(x_{0}, \beta \hat{\Lambda}\right) ; Y_{0}=X \backslash X_{0}$;
4. If $Y_{k}=\emptyset$ set $t=k$ and stop; Otherwise, set $k=k+1$;
5. Let $v_{k} \in Y_{k-1}$ be the point minimizing $\hat{\chi}_{k}=\frac{|X|}{\left|B_{Y_{k-1}}(x, \alpha \hat{\Lambda} / 2)\right|}$ over all $x \in$ $Y_{k-1} ;$ Set $\chi_{k}=\max \left\{4, \hat{\chi}_{k}\right\}$;
6. Choose $r_{k} \in[\alpha \hat{\Lambda} / 2, \alpha \hat{\Lambda}]$ according to the following random process:

- Divide the interval $[\alpha \hat{\Lambda} / 2, \alpha \hat{\Lambda}]$ into $N=\left\lceil 2 \log \chi_{k}\right\rceil$ equal length intervals $J_{1}, \ldots, J_{N}$; Let $h=1$;
- LOOP: Toss a fair coin; If it turns out head and $h<N$ then let $h=h+1$ and goto LOOP;
- Choose $r_{k}$ uniformly at random from the interval $J_{h}$.

7. Let $\left\{x_{k}, y_{k}\right\}$ be the edge in $E$ which lies on a shortest path from $v_{k}$ to $x_{0}$ such that $y_{k} \in X_{0}, x_{k} \in Y_{k-1}{ }^{a}$;
8. Let $\ell=\ell_{x_{k}}^{x_{0}}$ be the cone-metric with respect to $x_{0}$ and $x_{k}$ on the subspace $Y_{k-1}$; $X_{k}=B_{\left(Y_{k-1}, \ell\right)}\left(x_{k}, r_{k}\right) ; Y_{k}=Y_{k-1} \backslash X_{k}$.
9. goto 4;
[^6]Fig. 3. Probabilistic star-partition algorithm.

Claim 6.1. Fix some $Y \in \mathcal{R}$. Let $X \in \mathcal{G}_{Y} \backslash \mathcal{R}(Y)$ with $L_{Y}(X)=k$, and let $Z \in \mathcal{G}_{X}$ with $L_{Y}(Z)=k+l$. Then

- $\operatorname{rad}(Z) \leq\left(\frac{5}{8}\right)^{l} \operatorname{rad}(X)$,
- $\alpha=\alpha(X) \leq \frac{1}{16 f(1+k / 2)}$.

Proof. The proof of the first property is essentially identical to the proof of the first property of Claim 4.6. We prove by induction on $l$ that the base case $l=0$ holds as then $Z=X$. Assume for $l-1$ and for $l$ that using Corollary 4.5 it suffices to show that $\alpha \leq 1 / 8$. This indeed holds because $\Lambda \geq \hat{\Lambda}$ and $f(i) \geq i$.

In order to prove the second property we use the first property and obtain

$$
\alpha=\frac{1}{16 f(\log (2 \operatorname{rad}(Y) / \operatorname{rad}(X)))} \leq \frac{1}{16 f\left(1+k \log \left(\frac{8}{5}\right)\right)} \leq \frac{1}{16 f(1+k / 2)}
$$

Observe that the function $h: \mathbb{N} \rightarrow \mathbb{R}_{+}$defined by $h(i)=\frac{1}{8 f(1+i / 2)}$ satisfies both conditions of Lemma 4.7, that is, for any $X \in \mathcal{F}$,

- $\sum_{i \geq 0} h(i)=\sum_{i \geq 0} \frac{1}{8 f(1+i / 2)} \leq \frac{1}{4} \sum_{i \geq 1} \frac{1}{f(i)} \leq 1$ and
- $\alpha(\bar{X}) \leq h(L(X))$.

We conclude that for any $X \in \mathcal{F}$,

$$
\begin{equation*}
\operatorname{rad}[T(X)] \leq c^{\prime} \cdot \operatorname{rad}(X) \tag{6.2}
\end{equation*}
$$

Having established a bound on the radius increase of any tree in the support of the distribution, we continue to bound the expected distortion of $(1-\epsilon)$ fraction of
the pairs for all $0<\epsilon \leq 1$ simultaneously. Recall that $G=(V, E)$ is the original graph we work with. Unless stated explicitly otherwise, all distances are with respect to the shortest path metric on $G$. Let $\Lambda=\operatorname{rad}(G)$. For any $\epsilon>0$ and $x \in X$ define $r_{\epsilon}(x)$ as the minimal radius $r$ for which $|B(x, r)| \geq \epsilon n$. Fix some $\epsilon>0$, and let $P(\epsilon)=$ $\left\{\{x, y\}: d(x, y) \geq \max \left\{r_{\epsilon / 2}(x), r_{\epsilon / 2}(y)\right\}\right\}$; as stated in Definition 1.2, these are the pairs for which we want to bound the expected distortion. Observe that for any point $x$ there are at most $\epsilon n / 2$ other points $y$ for which $d(x, y)<r_{\epsilon / 2}(x)$ (and that the $\epsilon n / 2$ closest distances are counted twice), so that $P(\epsilon) \geq\binom{ n}{2}-\left(\epsilon n^{2} / 2-\epsilon n / 2\right)=(1-\epsilon)\binom{n}{2}$. Throughout the analysis, a pair $\{x, y\} \in P(\epsilon)$ is fixed, and let $B=B(x, d(x, y))$. By definition of $P(\epsilon)$ we have that $|B| \geq \epsilon n / 2$. For $i \in \mathbb{N}$ and $X \subseteq V$, let $S_{X, i}=S_{X, i}(B)$ be the event that $X$ is in level $i$ (i.e., a node of depth $i$ in the construction tree) with $B \subseteq X$.

As before, a cluster $X$ is partitioned into the central ball $X_{0}$ and cones $X_{1}, \ldots X_{m}$, where $m$ is a random variable depending on $X$ and the random partitioning of $X$. For an integer $j$, let $\mathcal{E}_{j}(X, i)$ be the event that $S_{X, i}$ holds, $B \cap X_{j} \notin\{\emptyset, B\}$ and for all $k<j, B \cap X_{k}=\emptyset$. In other words, this is the first time in the hierarchical partition that the ball $B$ is cut. Let $\mathcal{E}(X, i)$ be the event that $\exists 0 \leq j<m$ such that $\mathcal{E}_{j}(X, i)$.

Remark. The ball $B(x, d(x, y))$ is taken according to the metric induced by $G$. Since we required that $B \subseteq X$, the distance between $x, y$ remains the same in the subgraph induced on $X$ as it was in $G$.

Fix some cluster $X$ with $B \subseteq X$. For a subset $Y \subseteq X$ and integer $j \geq 0$ let $R_{Y, j}=R_{Y, j}(X, i)$ be the event that $S_{X, i}$ holds, and in the star-partition of the subgraph $X$, it happens that $Y=Y_{j-1}$ and $B \subseteq Y$. Let $\mathcal{C}_{Y, j}=\mathcal{C}_{Y, j}(X, i)$ be the event that $R_{Y, j}(X, i)$ holds and in addition $B \cap X_{j} \neq \emptyset$. In other words, this is the first time that the ball $B$ is either cut or fully contained in a cluster when performing the partitioning of $X$. Note that there are always unique $Y$ and $j$ such that this event holds. Let $\mathcal{T}$ be the support of the distribution over spanning trees induced by the algorithm. Note that the events $\mathcal{E}(X, i)$ are disjoint for different $X$ or $i$ and that they form a partition of the (implicit) probability space (because the ball $B$ has $|B| \geq 2$, so it must be cut for the first time exactly once), so we can write

$$
\begin{align*}
\mathbb{E}\left[d_{T}(x, y)\right] & =\sum_{T \in \mathcal{T}} \operatorname{Pr}[T] \cdot d_{T}(x, y)  \tag{6.3}\\
& =\sum_{T \in \mathcal{T}} \sum_{i \in \mathbb{N}} \sum_{X \subseteq V} \operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{Pr}[T \mid \mathcal{E}(X, i)] \cdot d_{T}(x, y) \\
& =\sum_{i \in \mathbb{N}} \sum_{X \subseteq V} \operatorname{Pr}[\mathcal{E}(X, i)] \sum_{T \in \mathcal{T}} \operatorname{Pr}[T \mid \mathcal{E}(X, i)] \cdot d_{T}(x, y) \\
& \leq 2 c^{\prime} \sum_{i \in \mathbb{N}} \sum_{X \subseteq V} \operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{rad}(X) \sum_{T \in \mathcal{T}} \operatorname{Pr}[T \mid \mathcal{E}(X, i)] \\
& =2 c^{\prime} \sum_{i \in \mathbb{N}} \sum_{X \subseteq V} \operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{rad}(X) . \tag{6.4}
\end{align*}
$$

The inequality holds since conditioning on $\mathcal{E}(X, i)$ suggests that $B \subseteq X$, which means that both $x, y \in X$ so that $d_{T}(x, y)=d_{T[X]}(x, y) \leq 2 \operatorname{rad}(T[X])$, and by (6.2) it follows that $\operatorname{rad}(T[X]) \leq c^{\prime} \operatorname{rad}(X)$. The main technical lemma is the following.

Lemma 6.2. There exists a universal constant $C^{\prime}$ such that for any cluster $X$ and integer $i$,

```
\(\operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{rad}(X) \leq C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y)\)
\(\times \sum_{Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, i)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right)\),
```

where $\alpha=\alpha(X)$ is defined as in the algorithm.
Before proving this lemma, let us show how it implies Theorem 1.6.
Proof of Theorem 1.6. Let $k=\left\lceil\log _{8 / 5}(128 f(\log (2 c / \epsilon)))\right\rceil$. We will divide the summation in the last line of (6.3) into $k$ summations, that is, for $\ell \in\{0,1, \ldots, k-1\}$ the $\ell$ th sum will be over indices $i \in I_{\ell}$, where $I_{\ell}=\{i: i=\ell(\bmod k)\}$. Fix such an $\ell$, and we will prove by (reverse) induction on $t \in I_{\ell}$ that

$$
\begin{equation*}
\sum_{i \in I_{\ell}, i \geq t} \sum_{X} \operatorname{Pr}[\mathcal{E}(X, i)] \operatorname{rad}(X) \leq 2 C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \sum_{X} \operatorname{Pr}\left[S_{X, t}\right] \log \left(\frac{|X|}{\epsilon n / 2}\right) \tag{6.6}
\end{equation*}
$$

The base case will be when $t=\log _{8 / 5} \Lambda$. The first property of Claim 6.1 suggests that all the clusters in level $t$ are singletons, so none of them can contain $B$, and thus $\operatorname{Pr}[\mathcal{E}(X, t)]=0$ for all $X$. Assume (6.6) holds for $t+k$, and we prove for $t$. In the summation, we will distinguish between clusters $X$ with $\operatorname{rad}(X)<2 d(x, y) / \alpha$ and the others. For the former clusters, it holds that $\sum_{X: \operatorname{rad}(X)<2 d(x, y) / \alpha} \operatorname{Pr}[\mathcal{E}(X, t)] \operatorname{rad}(X) \leq$ $2 d(x, y) / \alpha$, and for the latter we shall use Lemma 6.2. Using the induction hypothesis,

$$
\begin{aligned}
& \sum_{i \in I_{\ell}, i \geq t} \sum_{X} \operatorname{Pr}[\mathcal{E}(X, i)] \operatorname{rad}(X) \\
& =\sum_{X} \operatorname{Pr}[\mathcal{E}(X, t)] \operatorname{rad}(X)+\sum_{i \in I_{\ell}, i \geq t+k} \sum_{Z} \operatorname{Pr}[\mathcal{E}(Z, i)] \operatorname{rad}(Z) \\
& \stackrel{(6.6)}{\leq} \sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha} \operatorname{Pr}[\mathcal{E}(X, t)] \operatorname{rad}(X)+\sum_{X: \operatorname{rad}(X)<2 d(x, y) / \alpha} \operatorname{Pr}[\mathcal{E}(X, t)] \operatorname{rad}(X) \\
& \quad+2 C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \sum_{Z} \operatorname{Pr}\left[S_{Z, t+k]} \log \left(\frac{|Z|}{\epsilon n / 2}\right)\right. \\
& \stackrel{(6.5)}{\leq} \sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha} C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \\
& \quad \times \sum_{Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right)+2 d(x, y) / \alpha \\
& \quad+2 C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) \\
& =C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \\
& \quad \cdot\left(\sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha} \sum_{Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right)\right. \\
& \left.\quad+\sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right)\right) \\
& \quad+2 d(x, y) / \alpha+C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) .
\end{aligned}
$$

Thus, to prove the induction hypothesis it remains to show that

$$
\begin{equation*}
2 / \alpha \leq C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \tag{6.7}
\end{equation*}
$$

and that

$$
\begin{gather*}
\sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right)  \tag{6.8}\\
+\sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) \leq \sum_{X} \operatorname{Pr}\left[S_{X, t}\right] \log \left(\frac{|X|}{\epsilon n / 2}\right)
\end{gather*}
$$

Observe that any cluster $Z$ in level $t+k$ for which $S_{Z, t+k}$ holds has an ancestor $X$ at level $t$ and a $Y \subseteq X$ and integer $j \geq 0$ such that $\mathcal{C}_{Y, j}(X, t)$ holds. The ancestor profile of $Z, a(Z)=(X, Y, j)$, is so if the cluster $Z$ at level $t+k$ has such ancestors at level $t$. We will break the summation over all $Z$ according to the ancestor profile. Observe that $\operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \geq \sum_{Z: a(Z)=(X, Y, j)} \operatorname{Pr}\left[S_{Z, t+k}\right]$, because the events $S_{Z, t+k}$ are disjoint for different $Z$ (the ball $B$ must be contained in $Z$ ), and in fact the inequality is strict if the ball $B$ can be cut in one of the levels $t, t+1, \ldots, t+k-1$. Let $q=q(X, Y, j)=\sum_{Z: a(Z)=(X, Y, j)} \operatorname{Pr}\left[S_{Z, t+k}\right]$. The reason for choosing $k$ levels between $X$ and $Z$ is that using Claim 6.1, we have that

$$
\begin{equation*}
\operatorname{rad}(Z) \leq(5 / 8)^{k} \operatorname{rad}(X)=\operatorname{rad}(X) /(128 f(\log (2 c / \epsilon))) \tag{6.9}
\end{equation*}
$$

Now $\alpha=\frac{1}{16 f(\log (2 \operatorname{rad}(F) / \operatorname{rad}(X)))}$, where $F$ is the last reset cluster before $X$. By definition of reset cluster, $\operatorname{rad}(F) / \operatorname{rad}(X) \leq c n /|X|$, and since $\epsilon n / 2 \leq|B| \leq|X|$ we have that $\operatorname{rad}(F) / \operatorname{rad}(X) \leq 2 c / \epsilon$. This suggests that

$$
\alpha \geq \frac{1}{32 f(\log (4 c / \epsilon))}
$$

which proves (6.7) for $C^{\prime}$ large enough. We also have that if $Z \subseteq Y$ and $S_{Z, t+k}$ holds, then $x \in Z$ and thus using (6.9),

$$
Z=B_{Z}(x, 2 \operatorname{rad}(Z)) \subseteq B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)
$$

We conclude that

$$
\begin{aligned}
\sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) & =\sum_{X, Y, j} \sum_{Z: a(Z)=(X, Y, j)} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) \\
& \leq \sum_{X, Y, j} \sum_{Z: a(Z)=(X, Y, j)} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}{\epsilon n / 2}\right) \\
& =\sum_{X, Y, j} q(X, Y, j) \cdot \log \left(\frac{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}{\epsilon n / 2}\right)
\end{aligned}
$$

Plugging this into (6.8) and noting that since $\operatorname{rad}(X) \geq 2 d(x, y) / \alpha$ and $B \subseteq Y$ we have that $\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right| \geq|B| \geq \epsilon n / 2$. Now,

$$
\begin{aligned}
& \quad \sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha} \sum_{Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right) \\
& +\sum_{Z} \operatorname{Pr}\left[S_{Z, t+k}\right] \log \left(\frac{|Z|}{\epsilon n / 2}\right) \\
\leq & \sum_{X: \operatorname{rad}(X) \geq 2 d(x, y) / \alpha} \sum_{Y, j}\left(\operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right]-q(X, Y, j)\right) \cdot \log \left(\frac{|X|}{\epsilon n / 2}\right) \\
\quad & +\sum_{X, Y, j} q(X, Y, j) \cdot\left(\log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}\right)+\log \left(\frac{\left|B_{Y}(x, \alpha \cdot \operatorname{rad}(X) / 2)\right|}{\epsilon n / 2}\right)\right) \\
= & \sum_{X, Y, j} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t)\right] \cdot \log \left(\frac{|X|}{\epsilon n / 2}\right) \\
= & \sum_{X} \operatorname{Pr}\left[S_{X, t}\right] \cdot \log \left(\frac{|X|}{\epsilon n / 2}\right) \sum_{Y, j} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, t) \mid S_{X, t}\right] \\
= & \sum_{X} \operatorname{Pr}\left[S_{X, t}\right] \cdot \log \left(\frac{|X|}{\epsilon n / 2}\right),
\end{aligned}
$$

where in the last equality we used that events $\mathcal{C}_{Y, j}(X, t)$ are disjoint, and fixing $X$ at level $t$ their sum is 1 (the ball $B$ must be cut or contained for some $Y$ and $j$ ). This concludes the proof of (6.6), and we can finally show a bound on the expected distortion,

$$
\begin{aligned}
\mathbb{E}\left[d_{T}(x, y)\right] & \stackrel{(6.3)}{\leq} 2 c^{\prime} \sum_{i \in \mathbb{N}} \sum_{X} \operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{rad}(X) \\
& =2 c^{\prime} \sum_{\ell=0}^{k-1} \sum_{i \in I_{\ell}} \sum_{X} \operatorname{Pr}[\mathcal{E}(X, i)] \cdot \operatorname{rad}(X) \\
& \stackrel{(6.6)}{\leq} 4 c^{\prime} C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \sum_{\ell=0}^{k-1} \sum_{X} \operatorname{Pr}\left[S_{X, \ell}\right] \log \left(\frac{|X|}{\epsilon n / 2}\right) \\
& \leq 4 c^{\prime} C^{\prime} \cdot f(\log (2 / \epsilon)) d(x, y) \log (2 / \epsilon) \sum_{\ell=0}^{k-1} \sum_{X} \operatorname{Pr}\left[S_{X, \ell}\right]
\end{aligned}
$$

Since $S_{X, \ell}$ are disjoint events when $\ell$ is fixed, their sum over all $X$ can be at most 1, so we conclude that

$$
\mathbb{E}\left[d_{T}(x, y)\right]=O(f(\log (2 / \epsilon)) \cdot \log (2 / \epsilon) \cdot k \cdot d(x, y))=\tilde{O}\left(\log ^{2}(2 / \epsilon) \cdot d(x, y)\right)
$$

It remains to prove Lemma 6.2. Fix some cluster $X$ with radius $\hat{\Lambda}$ and integer $i$ such that $S_{X, i}$ holds. We partition $X$ into $X_{0}, X_{1}, \ldots, X_{m}$. Divide the event $\mathcal{E}(X, i)$ into three events:

- The first is the event that $B$ is cut by the first cluster (the central ball $X_{0}$ ). This event is denoted by $\mathcal{B}$.
- The second is the event $\mathcal{L}$, that there exists $j>0$ and $Y \subseteq X$ such that $R_{Y, j}$ holds, $B \cap X_{j} \notin\{\emptyset, B\}$, and $r_{j} \in J_{N}$. In other words, it is the event that $B$ is indeed cut in level $i$, by a cone whose radius is chosen from the last interval (see line 6 in Figure 3).
- The third event $\mathcal{M}$ is the completion of the first two events, that there exists $j>0$ and $Y \subseteq X$ such that $R_{Y, j}$ holds, $B \cap X_{j} \notin\{\emptyset, B\}$, and $r_{j} \notin J_{N}$. In other words, it is the event that $B$ is cut in level $i$, by a cone whose radius is not chosen from the last interval.
CLAim 6.3. $\operatorname{Pr}[\mathcal{B}] \leq O(d(x, y) / \hat{\Lambda})$.
Proof. The radius of the central ball is chosen uniformly at random from an interval of length $\hat{\Lambda} / 8$. Let $a, b \in B$ be the closest and farthest points from $x_{0}$; then by the triangle inequality $d_{X}\left(x_{0}, b\right)-d_{X}\left(x_{0}, a\right) \leq d_{X}(a, b) \leq 2 d(x, y)$. The probability that $\beta \hat{\Lambda}$ falls in an interval of length $2 d(x, y)$ is at most $16 d(x, y) / \hat{\Lambda}$.

Claim 6.4. $\operatorname{Pr}[\mathcal{L}] \leq O(d(x, y) /(\alpha \hat{\Lambda}))$.
Proof. Fix some $j>0$, and consider the interval $J_{N}$ as defined in the algorithm. It has length $\alpha \hat{\Lambda} /(2 N)$, so conditioning on the event that the radius is chosen from the last interval $J_{N}$, the probability that the ball $B$ is cut, is bounded by $2 d(x, y) /(\alpha \hat{\Lambda} /(2 N))=4 N \cdot d(x, y) /(\alpha \hat{\Lambda})$. The probability that the last interval is chosen is the probability that $N=\left\lceil 2 \log \chi_{j}(Y)\right\rceil$ random fair coins came up heads, which is at most $1 / \chi_{j}(Y)^{2}$, where $\chi_{j}=\chi_{j}(Y)$ is as defined in line 5 of Figure 3, and $Y=Y_{j-1}$. Now, using that $\chi_{j}(Y) \geq 4$, we can write $N \leq 3 \log \chi_{j}(Y)$, so that

$$
\begin{aligned}
\operatorname{Pr}[\mathcal{L}] & =\sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}(X, i) \wedge r_{j} \in J_{N} \wedge B \cap X_{j} \notin\{\emptyset, B\}\right] \\
& =\sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}\right] \cdot \operatorname{Pr}\left[r_{j} \in J_{N} \mid \mathcal{R}_{Y, j}\right] \cdot \operatorname{Pr}\left[B \cap X_{j} \notin\{\emptyset, B\} \mid \mathcal{R}_{Y, j} \wedge r_{j} \in J_{N}\right] \\
& \leq \sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}\right] \frac{1}{\chi_{j}(Y)^{2}} \cdot \frac{12 \log \chi_{j}(Y) \cdot d(x, y)}{\alpha \hat{\Lambda}} \\
& \leq \frac{12 d(x, y)}{\alpha \hat{\Lambda}} \sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}\right] \frac{1}{\chi_{j}(Y)} .
\end{aligned}
$$

It remains to show that $\sum_{Y} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}\right] \frac{1}{\chi_{j}(Y)} \leq 1$. For each possible $m \in \mathbb{N}$ and a partition of $X$ to $X_{0}, X_{1}, \ldots, X_{m}$, we can write its probability in terms of the $\mathcal{R}_{Y, j}$ in the following manner. For every $m>0$ and a sequence $X_{0}, X_{1}, \ldots, X_{m}$, let $\operatorname{Pr}\left[X_{0}, X_{1}, \ldots, X_{m}\right]$ be the probability that this is the partition of $X$ (conditioning on the cluster $X$ ). Recall that $\chi_{j}(Y) \geq \hat{\chi}_{j}(Y)=\frac{|X|}{\left|B_{Y_{j-1}}\left(v_{j}, \alpha \hat{\Lambda} / 2\right)\right|}$ (see the definition in
Figure 1), and as $r_{j} \geq \alpha \hat{\Lambda} / 2$ we have that $B_{Y_{j-1}}\left(v_{j}, \alpha \hat{\Lambda} / 2\right) \subseteq X_{j}$ for any choice of $r_{j}$. This implies that

$$
\begin{equation*}
\chi_{j}(Y) \geq \frac{|X|}{\left|X_{j}\right|} \tag{6.10}
\end{equation*}
$$

Next, note that the probability of a certain event $Y=Y_{j-1}$ is equal to the sum of probabilities of sequences $X_{0}, \ldots, X_{m}$, over all sequences for which $Y=\left(X_{j} \cup \cdots \cup\right.$ $X_{m}$ ), which means that

$$
\begin{align*}
\sum_{Y} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}\right] \frac{1}{\chi_{j}(Y)} & \leq \sum_{Y} \sum_{j>0} \operatorname{Pr}\left[Y=Y_{j-1}\right] \frac{1}{\chi_{j}(Y)} \\
& =\sum_{Y} \sum_{j>0} \sum_{m \geq j} \sum_{\left(X_{0}, \ldots, X_{m}\right)}: Y=\left(X_{j} \cup \ldots \cup X_{m}\right) \\
& \operatorname{Pr}\left[X_{0}, \ldots, X_{m}\right] \frac{1}{\chi_{j}(Y)}  \tag{6.11}\\
& \sum_{Y}(6.11) \quad \sum_{Y} \sum_{j>0} \sum_{m \geq j\left(X_{0}, \ldots, X_{m}\right): Y=\left(X_{j} \cup \ldots \cup X_{m}\right)} \operatorname{Pr}\left[X_{0}, \ldots, X_{m}\right] \frac{\left|X_{j}\right|}{|X|} .
\end{align*}
$$

Observe that any sequence $X_{0}, \ldots, X_{m}$ appears exactly $m$ times in the summations, since for every $j=1, \ldots, m$ there is a unique choice of $Y$ such that $Y=$ $\left(X_{j} \cup \cdots \cup X_{m}\right)$. We conclude that (6.11) is equal to

$$
\begin{aligned}
& \sum_{j>0} \sum_{m \geq j} \sum_{\left(X_{0}, \ldots, X_{m}\right)} \operatorname{Pr}\left[X_{0}, \ldots, X_{m}\right] \frac{\left|X_{j}\right|}{|X|} \\
& \quad=\sum_{m>0} \sum_{\left(X_{0}, \ldots, X_{m}\right)} \operatorname{Pr}\left[X_{0}, \ldots, X_{m}\right] \sum_{j=1}^{m} \frac{\left|X_{j}\right|}{|X|} \\
& \quad \leq \sum_{m>0} \sum_{\left(X_{0}, \ldots, X_{m}\right)} \operatorname{Pr}\left[X_{0}, \ldots, X_{m}\right] \\
& \quad=1
\end{aligned}
$$

The inequality is using that the $\left\{X_{j}\right\}$ are pairwise disjoint, and the last equality is that the events of obtaining each sequence $X_{0}, \ldots, X_{m}$ are disjoint.

Claim 6.5. $\operatorname{Pr}[\mathcal{M}] \leq O(d(x, y) /(\alpha \hat{\Lambda})) \sum_{Y \subseteq X} \sum_{j \geq 0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}(X, i)\right] \log \left(\frac{|X|}{\left|B_{Y}(x, \alpha \hat{\Lambda} / 2)\right|}\right)$.
Proof. Naturally $\operatorname{Pr}\left[r_{j} \notin J_{N}\right] \leq 1$, even conditioned on anything. Fix some $Y$ and $j$ with $B \subseteq Y_{j-1}=Y$ such that $B \cap X_{j} \neq \emptyset$ (that is, event $\mathcal{C}_{Y, j}$ holds); then we argue that the probability that $X_{j} \cap B \neq B$ (that is, the ball $B$ is cut by the next cluster) is bounded by $\frac{16 \log \chi_{j}(Y) \cdot d(x, y)}{\alpha \hat{\Lambda}}$. Indeed, if the radius $r_{j}$ is chosen from the interval $J_{h}$ (whose length is $\alpha \hat{\Lambda} /(2 N)$ ), as $B$ is a ball of radius $d(x, y)$, the probability that a uniform choice of $r_{j}$ in this interval will cut $B$ is at most $2 d(x, y) /\left|J_{h}\right| \leq \frac{16 \log \chi_{j}(Y) \cdot d(x, y)}{\alpha \hat{\Lambda}}$.

$$
\begin{aligned}
\operatorname{Pr}[\mathcal{M}] & \leq \sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j}(X, i) \wedge B \cap X_{j} \notin\{\emptyset, B\}\right] \\
& =\sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{R}_{Y, j} \wedge B \cap X_{j} \neq \emptyset\right] \cdot \operatorname{Pr}\left[B \cap X_{j} \neq B \mid \mathcal{R}_{Y, j} \wedge B \cap X_{j} \neq \emptyset\right] \\
& =\sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}\right] \cdot \operatorname{Pr}\left[B \cap X_{j} \neq B \mid \mathcal{C}_{Y, j}\right] \\
& \leq \sum_{Y \subseteq X} \sum_{j>0} \operatorname{Pr}\left[\mathcal{C}_{Y, j}\right] \cdot \frac{16 \log \chi_{j}(Y) \cdot d(x, y)}{\alpha \hat{\Lambda}}
\end{aligned}
$$

The proof is complete recalling that $v_{j}$ was the point minimizing $\chi_{j}(Y)$, thus $\chi_{j}(Y)=$ $\frac{|X|}{\left|B_{Y}\left(v_{j}, \alpha \hat{\Lambda} / 2\right)\right|} \leq \frac{|X|}{\left|B_{Y}(x, \alpha \hat{\Lambda} / 2)\right|}$.

Proof of Lemma 6.2. The proof is done simply by noting that event $\mathcal{E}(X, i)$ is equal to the union of events $\mathcal{B}, \mathcal{L}$, and $\mathcal{M}$ and applying Claims 6.3, 6.4, and 6.5.
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[^1]:    ${ }^{1}$ Note that the embedding is strictly partial only if $\epsilon \geq 1 /\binom{n}{2}$.

[^2]:    ${ }^{2}$ Note that probabilistic embedding bounds on the $\ell_{q}$-distortion do not imply an embedding into a single tree with the same bounds, with the exception of $q=1$.
    ${ }^{3}$ For example, take the uniform metric and slightly perturb it, so that the MST is a path.

[^3]:    ${ }^{4} \mathrm{~A}$ partition $\left(X_{1} ; X_{2}\right)$ is nontrivial if both $X_{1}, X_{2} \neq \emptyset$.

[^4]:    ${ }^{5}$ Recall that the new Steiner nodes do not contribute to the cardinality of a set.

[^5]:    ${ }^{6}$ Assume w.l.o.g. that $k$ is an integer and $m$ is an even integer.

[^6]:    ${ }^{a}$ By Claim 4.3, if $z_{k} \in Y_{k-1}$ all the points on any shortest path from $v_{i}$ to $x_{0}$ are either in $X_{0}$ or in $Y_{k-1}$

