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INT.J. CONTROL, 1978, VOL. 28, No.5, 689-705

Simulation of linear systems and factorization of matrix
polynomials']

PAUL A. FUHRMANNt

Some submodulea of the module of formal power series Bore studied and a lifting theorem
derived. The results are applied to the analysis of simulation of linear systems and
this in tum to study fL problem of factorization of matrix polynomials.

1. Introduction
This paper continues the investigations (Fuhrmann 1976 a, b) into various

aspects of linear system theory. As in the other papers, the fundamental idea
is the notion of a model of a linear transformation which is similar to the
original but in some ways easier to handle.

It is quite well known that given a linear transformation acting as a linear
space X over the field F, then an F['\]-module structure can be induced on X
by letting p. x=p(A)x for all pEF(,\) and XEX. Of course, the action of A is
identical to that of the polynomial x(,\) = Aand the module is a finitely generated
torsion module. The model approach reverses this approach. We start with
an F[,\]-module X and define a linear transformation A in X by Ax='\ . x.
An interesting theory might arise if our choice of module X is well made. As
our interest here is strictly in finite dimensional phenomena, then we should
restrict ourselves to finitely generated torsion modules over F['\].

From a system theoretic point of view there are two natural choices for
our modules. It has been recognized by Kalman (1969) and by Kalman et al,
(1969) that given a restricted input/output map f: U[,\] .... ,\-IY[[,\-I]], then
natural choices for a state-space realization would be U[,\]/ker f and range f.
The development of Fuhrmann (1976 a, b) used the first type of representation,
whereas here we investigate the dual representation using submodules of
,\-1 Y[[,\-l]] as well as the relations between the two types of models. While
F['\]-module homomorphisms in U[,\] are easy to describe, the module
,\-IYU,\-I]] is too big for a simple description of all F('\] homomorphism.
However, we obtain a certain lifting theorem, Theorem 2.4, which is sufficient
for the application to system theory.

In § 3 we introduce a partial order into the sets of rational transfer functions
and restricted input/output maps. This is the problem of when one canonical
system can be simulated by another canonical system. For further back­
ground and results on this problem one should refer to Kalman (1969). Finally,
in the last section, we apply the results of simulation to the problem of factoring
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690 P. A. Fuhrmann

a monic polynomial matrix into monic factors. This gives a system theoretic
approach to some results of Gohberg et al, (1978), which has the advantage that
it holds over every field F. For further results and references on factorizations
of matrix polynomials one should consult Langer (1976).

2. On submodules of)..-I Y[[A -I II
We begin by stating two elementary lemmas on module homomorphisms

which will be used repeatedly through the rest of this work.

Lemma 2.1

Let X, Xl and X2 be modules over the ring R and let 11: X ""X1 and
12: X ""X2 be R homomorphisms, of which 12 is assumed to be subjective.
Thenthere exists a uniquely determined R homomorphism If: X 2 ....X 1 which
makes the diagram

commutative if and only if

ker 12 c ker 11

Moreover, If is injective if and only if

ker 12=ker 11

(2.1 )

(2.2)

(2.3)

Lemma 2.2

Let X, Xl and X2 be modules over the ring R and let 11: X1-+X and
12: X 2.... X be R homomorphisms of which 12 is assumed injective. Then there
exists a uniquely determined R homomorphism 4>: X 1 ....X 2 which makes the
diagram

(2.4)

(2.5)

eommutative if and only if

range 11 < range 12

Moreover, 4> is surjective if and only if

range 11 = range 12 (2.6)

We recall now a few notions introduced by Fuhrmann (1976 a). Let F be
a field and F[>'] the ring of polynomials over F. Let U and Y be finite
dimensional vector spaces over F. We denote by (U, Y)F the space of all
F-Iinear transformations from U to Y. By U[>'] we denote the F[>'] module
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Simulation ot linear systems 691

of all polynomials with coefficients in U. U((A-1 ) ) denotes the set of all
truncated Laurent series with coefficients in U, i.e. the space of all series of the
form L U_nA- n, where k is any integer. Certainly UP,] is an F[A] submodule

kdiii1l

of U((A-1 ) ) and so we can form the quotient module U((A-1))/U[A]. This later
module can be identified with A-1U[[A-1]] the set of all formal power series
in A-I with vanishing constant term. Thus the sequence of F[A] homo-

morphisms O->U[A]~U((A-l)):+A-IU[[A-l]]->Ois a short exact sequence.
Here j is the natural injection of U[A] into U ((A-I)), whereas 1T_ is the canonical
projection of U((A-1 ) ) onto A-1U[[A-1 ]] defined by

1T ( ~ U A-n ) = ~ U A-n
- i..J -n "--n

1'.:5071 1'"

The complementary projection to 1T_, i.e, I -1T_, is denoted by 1T+. Clearly

Any F[A] submodule M of U[A] has the form M = DU[A] for some
De(U, U)F[A]. The quotient module U[A]/DU[A] is a finitely generated
torsion module if and only if D is non-singular over F[A] or equivalently if and
only if det D is not the zero polynomial. For a non-singular De(U, U)F[A] we
define the map 1Tn: U[A]->U[A] by

(2.7)

for all peU[A]. Denote K n the range of the projection 1Tn and induce an
F[A]-module structure in K n by letting a polynomial peF[A] act on ueKn by
u->1Tn(Pu). In particular, if we let X denote the polynomial X(A) = A, then the
operator S(D): Kn->Kn defined by

(2.8)

figured prominently in the model approach to linear systems (Fuhrmann
1976 a).

It is our purpose now to derive a set of analogous results where the setting
is A-1Y[[A-1]] rather than U[A].

Thus, let De( Y, Y)F[A] be non-singular. We define a map

by
(2.9)

Obviously 1Tn is a projection operator in A-1Y[[A-1 ]] but it is not an F[A]
homomorphism. However, LJ)= range 1TD is a submodule of A-I Y[[A-1 ]], as
can easily be checked. We have the following counterpart of Theorem 3.1 in
Fuhrmann (1976 a).

5c2
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692 P. A. Fuhrmann

Theorem 2.3

A subset of M of A-IY[[A-l]] is a finitely generated torsion submodule if
and only if

M =Ln=range TTn

for some non-singular De(Y, Y)F[,\).

(2.10)

Proof

Let ],f=Ln for some non-singular D. By Cramer's rule DE = (det D) . I,
where E is the co-factor matrix of D. This implies that d annihilates all of M,
i.e. M is a torsion sub module of A-IY[[A-l ]]. As]'£ is a finite dimensional over
F it is clearly finitely generated over F[A]. .

Conversely, assume M is a finitely generated torsion submodule of
A-IY[[A-l)]. There exists a polynomial peF[A] which annihilates all of M.
Consider next the set J defined by

J={Ae(Y, Y)F[A] jTT(Ay)= 0 forallyeM}

then clearly J is a left ideal in (Y, Y)F[A] and so, by Theorem 3.1 of Fuhrmann
(1976 a), has the form J = (Y, Y)F[A]D for some De( Y, Y)F[A]. Since P . IeJ,
it follows that D is necessarily non-singular.

Define now a map Pn: range TTn.....range TTn by

Pny=Dy (2.11 )

Since for every polynomial

peF[A]Pn(P . y) = PnTT_(PY) = DTT_(PY) = DTT_D-lpDy

= TTnp(Dy) =TTnP(PnY) =P . PnY

it follows that Pn is an F[A] homomorphism that maps M into a submodule of
K n . But submodules of K n correspond in a bijective way to left factors of D,
hence necessarily M = range TTn .

Given now two finitely generated torsion submodules M and M 1 of
A-IY[[A-1)] and A-IY 1[[A-l)] respectively, we want to characterize the set of
all F[A] homomorphisms from M into MI' The situation is analogous to that
of Theorem 4.5 of Fuhrmann (1976 a) and so is the result.

Theorem 2.4

Let D and D 1 be non-singular elements of (Y, Y)o[A] and (Yv Y 1)F[A]
respectively. A map .po: Ln.....L n, is an F[,\] homomorphism if and only if
there exist 'I' and '1'1 in (Y, Y1)F[A] satisfying

'YD=D1'Y1 (2.12)
and for which

(2.13)

Proof

Assume there exist 'I' and '1'1 satisfying (2.12) and let .po be defined by
(2.13). Let yeLn, so Dy is in YEA]. Now .po(y)= TT(\I\y) and

D 1.po(y) = D 1TT_('Y1y) = D 1TT_D1-l D 1'Y1y=TTn,(D1'Y1y)=TTn,('YDy)
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Simulation of linear 8Y8tems 693

and clearly 1TD,('YDy)EY1['\]. Therefore o/Io(y)ELD,. To show that 0/10 is an
F[,\] homomorphism, let p be any polynomial in F['\]. Then

Conversely, let 0/10: LD-.LD, be an F['\] homomorphism. Since
PD: LD-.KD and PD,-.KD, defined by (2.11) are F['\] homomorphisms, then
0/1: KD-.KD , defined by o/I=PD,o/IoPD-1 is also an F['\] homomorphism. We
can now apply Theorem 4.5 of Fuhrmann (1976 a) which characterizes these
homomorphisms. Thus there exist 'Y and 'Y1 in (Y, Y1)F[,\ ] satisfying (2.12)
and for which 0/1 is given by

o/Io(y) =Pn-1 o/IPDY = D 1-1 1TD,'YDy = D 1-1 D 11T_D1-1 'Y Dy

=1T_(D1-1 'YD)Y=1T_('Y1y}

by virtue of relation (2.12).
Now the map Y-'1T('Y1Y) is clearly an F['\] homomorphism of ,\-1 Y[[,\-1]]

into ,\-1Y1[[,\-1]] and so, simply by (2.13), we obtain a lifting theorem in this
setting.

Theorem 2.5

Let M =Ln and M 1=LD, be finitely generated torsion submodules of
,\-1Y[[,\-1]] and ,\-1Y1[[,\-1]] respectively and let 0/10: M-.M1 be an F['\]
homomorphism. Then there exists an F['\] homomorphism

such that the diagram

LO.

Xl-Ill [[X-Ill

0,
"

t-o,

(2.14)

is commutative.
Easily obtained is also the dual version of Lemma 4.6 of Fuhrmann (1976 a).

Corollary 2.6

Let M be a finitely generated torsion submodule of ,\-1 Y[[,\-1]] and let
</>: M-.,\-1Y1[[,\-1]] be an F['\] homomorphism. Then there exists an
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694 P. A. Fuhrmann

F[.\] homomorphism ¢: .\-1 Y[[.\-I]]->.\-I YI[[.\-I]] which makes the following
diagram

(2.15)

commutative.

3. Simulation of linear systems

In this section we adopt the approach of Kalman (1969) and Kalman et al.
(1969) to the description of linear systems. For the relation of this to co-prime
factorizations of transfer functions one should consult Fuhrmann (1976 a, b)
and Hautus and Heymann (1976).

Consider two F-vector spaces V and Y. A restricted input/output map I
"is an F[.\] homomorphism I: V[.\]->.\-IY[[.\:-I]]. A realization of I is a

factorization I = OR, where X is an F[.\] module and R: V[.\]->X and
0: X->.\-I Y[[.\-I]] are F[.\] homomorphisms. A realization is finite dimen­
sional if X is finite dimensional as a vector space over F which is equivalent
to X being a finitely generated torsion module. The realization is reachable if
R is surjective, observable if 0 is injective and canonical if it is both reachable
and observable. An input/output map I has a finite dimensional realization if
and only if there exists a rational function Te.\-I( V, Y)F[[ .\-1]] for which

, I(u) =l7.JTu) (3.1 )

holds with 17 the canonical' projection of y((.\-I)) onto .\-1 Y[[.\-I]]. We
introduce a partial order in the set of restricted input/output maps and the set
of transfer function by the following definitions. A function written 11/1'
I: V[.\]->.\-IY[[.\-I]] is simulated by a function II: VI[.\]->.\-IYI[[.\-I]] if
there exist F[.\] homomorphisms </> and if; which make the following diagram
commutative: ,

A-Inn-'llurAl

~I 1~ (3.2)

"U,CAl A-I>,; (( A-I JJ

Let T and T I be elements of .\-I(UIY)~-[[.\-I]] and ..\-I(UV YI)F[[.\-l]]
respectively. Then we say that T divides Tv written TITI, if there exist <D,
0/ and 11 in (U,U1h.[.\], (Y1, Yh.[.\] and (V, Y)F[.\j respectively for which

(3.3)

holds. It is clear that both relations are reflexive and transitive.
The first result relates the notion of simulation with that of. divisibility.
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Simulation. 01 linear systems 695

Theorem 3.1
Let I and /1 be two restricted input/output maps having finite dimensional

realizations and let T and T 1 be their corresponding transfer functions. Then
I is simulated by /1 if and only if T divides T1.

Prooj
Assume TIT1 • Thus there exist <1> and If'' such that (2.12) holds. Define

F(,\] homomorphisms q,: U['\]-U1['\] and .p: ,\-lY1[[,\-1]]_,\-1Y[[,\-l]]
by q,(u)= <1>u and .p(y)=l7(o/Y). Then for UEU['\] we have

I(u) = 17_(Tu) = 17_((o/T1<1> + n )u) = 17_(0/17_(T1<1>u)) = .p/1q,(u) or 11/1

Conversely, assume 11/1' that is 1= .p/1q,. Now every F(,\] homomorphism
q,: U(,\]-U1[,\] is of the form q,(u)=<1>!t for some <1>E(U, U1)F(,\]' As for.p,
we restrict it to the range of /1 which is a finitely generated torsion submodule
of ,\-1 Y1[[ ,\- 1]]. We now apply Theorem 2.5 to obtain an extension {J to all of
,\-1 Y1[[,\-1]] which has the form {J(y) = l7(o/Y)for some o/E( Yl' Y)F(,\]' Clearly
1= .p/,q, = #1q, and so for UEU['\] we have

I(u) = 17( Tu) = 17(0/17(T l<1>U)) = l7(o/T l<1>U)

and this implies (3.3).

Remark
Condition (3.3) cannot be replaced by the stronger condition T = o/T,<1> as

claimed in Kalman (1969). The following simple counter example has been
furnished by K. Overtoom. Let T('\) = - ,\-2 and T 1( ,\ ) = ,\-1_ ,\-2. With
0/('\)='\+ 1 we have 1=#1 but there exist no <1>1> 0/, such that T=0/1T1<1>1'

Theorem 3.2
Let I: U[,\]_,\-lY[[,\-l]] and /1: U1[,\]_,\-lY[(,\-1]] be two restricted

input/output maps having finite dimensional canonical factorizations I: OR
and /1=01R1 through the F['\] modules X and Xl respectively. Then there
exists an injective F['\] homomorphism 8: X-Xl which makes the diagram

commutative if and only if

range I c range I,

(3.4)

(3.5)

Prooj

Assume such a homomorphism 8 exists. Since the factorizations of I and
11 are canonical we have range o=range I and range 0 1 =range 11' Since
0=018 it follows that range Oerange 0 1 and so (3.5) follows.
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696 P. A. Fuhrmann

Conversely, assume (3.5) holds and consider the homomorphisms 1 and 11
induced by I and 11 in U['\](ker I and U1['\](ker 11 respectively. Clearly 1 and
11 are injective and range1crangek By Lemma 2.2 there exists an injective
homomorphism ~: U['\](ker I---+U1['\](ker 11 for which 1=11~' Applying
Theorem 4.5 in Fuhrmann (1976) we can lift ~ to an F[,\] homomorphism
<p: U['\]---+U1[,\] which makes the diagram

(3.6)

commutative.
By Lemma 2.1 there exists a uniquely determined F['\] homomorphism

0: X---+X1which satisfies R1<P = 0 R . Thisimplies010R=01R1<P=/1<P=I=OR
as R is surjective we obtain 0 10 = O. Since 0 is injective it follows that 0 is
injective too.

The dual result to the previous theorem is the following.

Theorem 3.3
Let I: U[,\]---+,\-l Y[[,\-l]] and 11: U[,\]---+,\-l Y1[[,\-1]] be two restricted

input(output maps having finite dimensional canonical factorizations I=OR
and 11 = 0lR1 through the F['\] modules X and Xl respectively. Then there
exists a surjective F[,\] homomorphism 3: X 1---+X which makes the diagram

r

(3.7)

'1
commutative if and only if

(3.8)ker 11 c ker I
-~

) Proo]

-Suppose such a homomorphism 3 exists. Since 3R1 = R it follows that
ker R1< ker R. Since the two factorizations of I and 11 are canonical we have
ker I=ker Rand ker 11 =ker R1. Thus (3.8) follows.
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Simulation 01 linear systerM 697

Conversely, assume (3.8) holds. Range I and range 11 are finitely generated
torsion submodules of ,1-1 Y[[A-l]] and ,1-1 Yl[[A-l]] respectively. By Lemma
2.1 there exists an F[A]-module homomorphism ~: range Ie--+range I which
satisfies .Jdl=1. By Theorem 2.5, ~ can be lifted to an F[A] homomorphism
.p: A-1Yl[[A-l]]--->A-1Y[[A-l]] which still satisfies .p/l =f. From this we
obtain range .pOl c range 0, and as ° is injective it follows from Lemma 2.2
that there exists an F[A] homomorphism 3: Xl--->X for which 03 = .pOl'
FinalIy 03Rl = .pOlRl = .p/l = I = OR. As°is injective it folIows that 3Rl = R.
Thus diagram (3.7) is commutative and as R is surjective 3 must be surjective
too.

As a corolIary to Theorems 3.2 and 3.3 we obtain the state-space iso­
morphism theorem (Kalman et al, 1969).

Theorem 3.4

Let 1= ORand 1= 0lRl be two finite dimensional canonical factorizations
of a restricted input/output map I through the F[,\] modules X and Xl res­
pectively. Then there exists an F[,\] isomorphism 0: X--->Xl which makes
the diagram

commutative.

(3.8)

Prool

By Theorems 3.2 and 3.3 there exist an injective homomorphism 0: X--->Xl
and a surjective homomorphism 3: Xl--->X which satisfy 0R = Ri> 0 10 =0,
3Rl = Rand 03 = 01' It folIows that 30R = 3Rl = R and by the surjectivity
of R that 30=Ix .

Similarly, 03Rl = 0R = Rl and so 03 = I x " These two relations show
that 0 and 3 are isomorphisms.

4. Factorizations of matrix polynomials

This section is devoted to an application of the results on simulation of
linear systems to the problem of factoring matrix polynomials. They give
system theoretic proofs to results first obtained by Gohberg et ol, (1978) .

.SpecificalIy, let X be an n-dimensional vector space over the field F. A
matrix polynomial is, by a slight abuse of language, an element of (X1X)F[A].

I

If L is a matrix polynomial, then L(A)= L AjAj. It is of degree I if AI,eO
j-O

and it is monic of degree I if AI=I. A polynomial L is a right factor, or right
divisor, of L l if there exists a polynomial ({l for which L l = ({lL and a left factor
of L l if there exists a polynomial '¥ for which L l =L'¥.

Assume L is a monic matrix polynomial of degree I, that is

(4.1 )
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698 P. A. Fuhrmann

(4.2)

Then L-1 is a proper rational function having the series representation
00

L(A)= L AjA-j with AI=I.
j=1

If we consider the projection TrL acting in X[A], then clearly

range TrL={!fO+ ... +!f/_1AI-11!fjEX}

If we identify the polynomial !fo + ... +!fl-l ,\1-1 with the vector [ ~o ] in X',
the the action of x(A)=Ahas the matrix representation !fl-l

r
; -~o 1
-. I -1

1
-

1

Thus the state space for a canonical realization of L-1 is In-dimensional and
may be identified with Xl. Now every canonical factorization of the input/
output map that is induced by L-1 can be described by a triple (A, B, 0) with
A : X'-.Xl, B: X-.Xl and 0: X'-.XF linear map. A similar realization
holds for a monic L 1 of degree k in the state space X»,

Before proceeding with the problem of polynomial factorization we prove
a useful representation for matrix polynomials. This result is due to Gohberg
et al, (1978) who give a slightly different exposition.

Theorem 4.1

(a) Let L(,\)=],\k+D.._1Ak-1+ ... +DoE(X1X)F['\] be monic of degree k
and let (A, B, 0) be a canonical realization of L;v, Then

and
rank (B AB '" Ak+1B)=nk

rank r :A 1=nk

OAk-l

(4.3)

(4.4)

+ V ..-1 Ak-1)

where n = dim X, and L has the representation

L(A) =],\k - OAk( V 0 +VIA +

where UjE(X1Xk)F satisfies

riJ~(u" ... U,_,I

(4.5)

(4.6)

(b) Let (A, 0) with AE(Xk, Xk)b' and OE(Xk, Xl.. satisfy (4.4). Then there
exists a uniquely determined map BE(X, Xk)F and a monic polynomial
LE(X, X)..,{A] such that (A, B, 0) is a canonical realization of L-1. L itself
is given by (4.5).
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Simulation of linear ayaterM 699

Proof

(a) Let (A, B, 0) be a canonical realization of L:", Since L is monic of
degree k, L-l has the expansion

00

L(A)-I= L AjA-j with A k=1 (4.7)
j-k

As A j =OAj-lB for all i> 1 it follows that

c o I

OA

OAk-l

(B AB ... Ak-lB) = (4.8)

which implies (4.3) and (4.4). To get the representation (4.5) we
L(A)L(A)-I=I. By equating coefficients we easily obtain

[

OB OAB OAk_lB]

(Do .. · Dk_1 ) 01B =_(OAkB OA2k-lB)

OAk-IB OA2k-2B .

use

(4.9)

The coefficient matrix in this system of equation is the Hankel matrix which
has the factorization (4.8). Thus, since

_(OAkB ... OA2k-lB) = -OAk(B AB ... Ak-lB)

we obtain

[

0 ]_1
(Do ... Dk_1)= - OA k 0:

OAk-l

(4.10)

which implies the result.

(b) Assume the pair (A, 0) satisfies (4.4). Define the map UjE(X, Xk)F by
(4.6) and the monic polynomial L by (4.5). Also let BE(X, Xk)F be defined by
B = Uk_I' Then (4.6) implies

[
.: O~~:~I]=[I -. 0]

OALIUO OAk-:lUk_1
0 . I

and hence

If we define Aj by

{
o O'-;;j <k-1

OAjB=
I j=k-1

(4.11 )

(4.12)
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700 P. A. Fuhrmann

Then (4.8) follows from (4.11). In particular the rank condition (4.3) is
satisfied. Thus (A, B, 0) is a canonical triple. Now define the map
DjE(X, X)F by

(Do ... D k _ l ) = -OAk-I(UO ••• Uk_I)

and the monic polynomial L by (4.5). It remains to show that

CX)

L(A) L AjA-j=I
j=k

(4.13)

(4.14)

From (4.8) we obtain

o -I o I -I

OA =(B AB ... Ak-IB)

OAk-1
and so o I -I

Next we use the definition (4.13) of the D i to get

o I

I

I Ak+l .. : A 2k_1

This last equality can be rewritten as

o I

Ak+l =(0 ... 0)
I

A k +1 A 2k

and as the Hankel matrix has maximal rank we actually have.

I Ak+l A k+2 •••

(Do ... Kk_II) = (0 ... 0 0)
1 A k+'1

Ak+l A k+2

and this condition is equivalent to (4.14).



D
ow

nl
oa

de
d 

B
y:

 [U
ni

ve
rs

ity
 o

f S
ou

th
am

pt
on

] A
t: 

16
:5

3 
13

 J
un

e 
20

07
 

Simulation 01 linear 8y8tems 701

(4.15)

Theorem 4.2

Let L l and L be monic operator polynomials of degrees Rand k respectively.
Let (AI> B l, 0 1 ) be a canonical realization of Ll-l in X'. Then L is a monic
right divisor of L l if and only if there exists an injective map T: XR--.Xk
whose range is an Al,invariant subspace such that the maps A and 0 defined
by the commutative diagram

Al : t.,
Xk~x~XI

determined a canonical realization of Lr),

Proo]

Assume L; = <1>L is a factorization of LI> then it follows that Ll-l <1>=L-l.
Let I: X[>,]--.>,-lX[[>'-l]] and 11: X[>,]--.>,-lX[[>.-l]] be the restricted input!
output maps that correspond to the transfer functions Lr? and Ll-l respectively.
As we observed, L-l and Ll-l have canonical realizations in Xk and X' res­
pectively given by (A, B, 0) and (AI> B l, 0 1) respectively. Of course Xk and
X' are F[>.] modules where the module structure is given by p. g=p(A)g in
Xk andp. g=p(Al)g in X'. An F[>.] homomorphism T from Xk into X' is an
F linear map which satisfies AlT=TA. This last relation also implies that
range T is an Acinvariant subspace. Since L l-1<1>=L it follows that 114>=1,
where 4>: X[>.]--.X[>.] is given by 4>(x) = <1>x. Thus the system I is simulated
by 11' Apply now Theorem 3.2 to infer the existence of an injective F[>.]
homomorphism T: Xk--.X' which makes the diagram

commutative. Obviously T is linear and T A = AlT. Since 01T =0 it
follows that for each XEXk

or 0lA/ T =OAi for all j ~ O. In particular this shows the commutativity
of the diagram (4.15).

Conversely, let T: Xk--.X' be injective and assume range T is an AI'
invariant subspace of X'. To show that the diagram (4.15) actually defines
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702 P. A. Fuhrmann

a pair (A, C) we apply Lemma 2.2 with an Ji'-vector space structure. By
assumption range Al T e range T and so there exists a linear map A : Xk-.Xk
for which Al T=TA. C: Xk-.X is defined by C=C1 T. From Theorem
4.1 it follows, as (A, C) determines a realization of L-1 in X", that actually
the rank condition

rank [ :A ]=nk

CAk-1

(4.17)

holds.
Now let I and 11 be the restricted input/output maps corresponding to the

transfer functions L-1 and L 1-1 respectively. Let I=OR and 11 =01R1 be the
factorizations of I and 11 through Xk and X' respectively. Since 0=0, T,
range I =range 0 and range 11 =range 0 1 it follows that range Ie range 11'
By Theorem 3.2 there exists an F[,\] homomorphism </>: X[A]-.X[A] for
which I = II</>' Since </> is given by multiplication by some <1>'e(X, X)F[,\]' <1>'
is of course not uniquely defined; however, from 1=/1</> we obtain
1T_(L1-1 <1>'-L-1)X=0 for all xeX[A]. This shows that L 1-1 <1>'-L-1~M for
some Me(X, X)F[A]. Thus <1>'L=L1+L1ML and hence <1>L=L1, where <1>
is defined by <1> = <1>' -LIM. Thus L 1= <1>L follows and this proves the theorem.

Corollary 4.3

Let L 1 be a monic polynomial of degree I and let (AI' B1, C1) be a canonical
realization of L 1- 1 in X'. Let 2 be a kn-dimensional AI-invariant subspace
of X' such that the map

[

C1 ]
C1A1 2

c111k- 1

(4.18)

is an invertible map from 2 into Xk. Then L 1 is factorable as L 1= <1>L for
some monic polynomial L of degree k, A realization of L-1 is determined by
the pair (A, C), where A=A112 and C=C112.

Conversely, if L 1= <1>L for some monic polynomial L of degree k, then there
exists a kn-dimensional Arinvariant subspace 2. of X' s.t. the operator defined
by (4.18) is invertible.

Prool

Assume 2 is a kn-dimensional AI-invariant subspace of X' for which the
operator (4.18) is invertible. This means that the pair (A, C) satisfies the rank
condition (4.17). By Theorem 4.1 it uniquely determines a map B such that
(A, B, C) is a canonical realization of L-1 for some uniquely determined monic
polynomial L. Let J be the injection of 2 into X.', then by Theorem 3.2 there
exists a homomorphism </>: X[A]-.X[A] for which I = II</> and this leads to the
factorization of L 1 as in the previous theorem.
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Simulation 01 linear systems 703

To prove the converse letLl = lflLand let (A, B, C) be a canonical realization
of Lr" in X", If I and 11 are the input/output maps corresponding to the
transfer functions Lr? and L l - \ then the diagram (4.16) is commutative for
some uniquely determined injective homomorphism T: Xk-.Xl. Let
Sf = range T, then 2 being a submodule is clearly an Al-invariant subspace.
Moreover since 0=0, T is injective we must have that 0 1 1(2 =range T) is
injective. This is clearly equivalent to the invertibility of

(4.19)
[

C ] [ o, ]CA CIA l Sf

C."ik-l Cl..d lk- l

We proceed now to derive the dual result concerning the existence of monic
left factors.

(4.19)
A,

x

/>,
xk I x

15

Theorem 4.4

Let L l and L be monic matrix polynomials of degrees I and k respectively.
Let (A l , B l , Cl) be a canonical realization of Ll-l in Xl. Then L is a left
divisor of L l if and only if there exists a surjective map S: Xl-.Xk whose
kernel is A l invariant such that the maps A and B defined by the commutative
diagram

determine a canonical realization of Lr-,

Prool

Assume L l =L'¥ is a factorization of Ll with L monic, then L-l= '¥Ll-l.
Let I, 11: X[,.\]-.,\-lX[[,\-l]] be the restricted input/output maps that corres­
pond to the transfer functions Ir" and Ll-l respectively and let

.p: ,\-lX[[,\-l]]-.,\-lX[[,\-l]]

be the F['\] homomorphism defined by .p(x)=1T('¥X). The system I is simulated
by the system 11' thus by Theorem 3.3 there exists a surjective F['\] homo­
morphism S which makes the diagram

f

~),.-lX[[),,-'ll

X[)"]~ fs l'" (4.20)

\ R0.j, _ ),.-1 X rtx!n

~
f,
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704 P. A. Fuhrmann

commutative. Clearly S is linear and SAl = AS. This in turn implies that
ker S is Al invariant. Also from SRI = R it follows, restricting ourselves to
zero degree polynomials, that SB = B l and this shows the commutativity of
diagram (4.19).

Conversely let S: XI-.Xk be surjective and ker SAl invariant. Since S
is surjective and ker S c ker SAl it follows by Lemma 2.1 that there exists a
linear map A: Xk-.Xk for which SAl = AS. Define B by B = SBl, then the
pair (A, B), which is assumed to realize L-l in Xk, must satisfy the rank
condition

rank (B AB ... Ak-lB)=nk (4.21)

If I and 11 are the restricted input/output maps corresponding to Ir" and
Ll-l respectively, then if Rand R1 are the reachability maps of (A, B) and
(AI' B l ) respectively we clearly have R = SRI and so ker Rl c ker R, which
implies ker 11 c ker I. By Theorem 3.3 there exists an F[A) homomorphism
.p: A-1X[[A-l))-.A-lX[[A-l)) which is of the form .p(X)=1T_('Y'X) for some
'Y'E(X, X)F[A), that satisfies 1= .p/l' This last equality implies that

1T (L-lx-'Y'1T L-lx)=1T (L-l_'Y'L-l)X=O
- - 1 - 1

for all XEX[A). So Ll-l_'Y'Ll-l=N for some NE(X, X)F[A]. This yields
Ll -L'Y' =LNLI or Ll =L'Y with 'Y= 'Y' +NLl, which proves the theorem.

Oorollary 4.5

Let Ll be a monic matrix polynomial of degree 1 and let (AI' B l , 0 1 ) be a
canonical realization of Ll-l in X'. Let!E be an (l-k)n-dimensional AI­
invariant subspace of X' for which the map

(4.22)

is an invertible map from Xk onto a complementary subspace M of !E in X'.
Then Ll is factorable as L; =L'Y for some monic polynomial !E of degree k.

Conversely, if L l =L'Y for some monic polynomial L of degree k, then there
exists an (l-k)n-dimensional AI-invariant subspace !E of X' such that the map
(4.22) is an invertible map from Xk onto a subspace M complementary to !E
in X'.

Prool
Let !E be an (l-k)n-dimensional AI-invariant subspace of X! and let

(Bl AlBl ... Alk-l B l) : Xk-.X' be a surjective map onto a complementary
subspace M of !E, that is XI=Mt£J!E. This means that the pair (A, B)
defined by diagram (4.19) satisfies the rank condition (4.21). By Theorem 4.1
it determines uniquely a map 0: Xk-.X such that (A, B, 0) is a canonical
realization of L-\ for some uniquely determined monic polynomial L. By
Theorem 3.3 there exists a homomorphism .p: ,>,-IX[[,>,-l))-.A-lX[[,>,-l))

satisfying 1= .pll and this leads to the factorization L; =L'Y as in the proof ofthe
preceding theorem.
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Simulation a/linear systems 705

Conversely, let us assume L, has a factorization L, =Lifl with L monic of
degree k. Let (A, B, 0) be a canonical realization of L-l in Xk. With / and t,
the input/output maps associated with L-' and L,-l there exists a surjective
homomorphism S: X'-.Xk which makes diagram (4.19) commutative. Let
£'=ker S, then clearly being a submodule it is A, invariant and moreover
as S is surjective we must have dim £'=(l-k)n. Also as

is surjective it follows from R=SR, that lIf = range (B, A,B, ... A,k-l B,)
is a complementary subspace to £' in X'.
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