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The workshop is devoted to one of the most important areas of control and systems theory, namely that of observation and estimation. The purpose is to bring together leaders in the field in order to explore interconnections between different problem formulations as well as different mathematical techniques.

There is a possibility of partial support for a small number of Ph.D. students and post-docs. Those interested should apply to: paf@bgumail.bgu.ac.il.
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PROGRAM

Sunday                           11  July

18:00 - 22:00                   Reception at the Fuhrmanns

                                        23 Tzaftzafa St., Omer; Tel: 08 6469262; 055 408 446
22:00                             Transportation to Sde Boker
The workshop will take place at:

Discussion Room - International Building

Institute for Desert Research, Sde Boker   
Monday                          12  July 

Morning session

09:00 - 09:30                   Greetings                 

                                        Miriam Cohen, Director  - Center for Advanced Studies in Mathematics

                                        Avraham Parola, Dean - Faculty of Natural Sciences

                                        Avigad Vonshak, Director - Institute of Desert Research

09:30 - 10:30                  Rudolf E. Kalman
                                      A new look at the oldest system problem
10:30 - 11:00                  Coffee break 

11:00 - 12:00                   Moshe  Zakai

                                     On likelihood-ratios, mutual information and estimation error

                                        for the additive Gaussian channel

Afternoon session
15:00 - 16:00                   Anton Stoorvogel

                                     Filtering and robustness
16:00 - 16:30                   Coffee break
16:30 - 17:30                   Jochen Trumpf

                                     Observers for linear systems – the known and the unknown

                                        (Part 1)

18:00                               Walk to Ben Gurion Memorial, view on the Zin riverbed
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Tuesday                   13  July

Morning session 

09:00 - 10:00                 Jan C. Willems 
                                     Some old, some new system ID algorithms
10:00 – 11:00                  Laszlo Gerencser

                                     New methods for the statistical analysis of 

                                        hidden Markov models

11:00 - 11:30                  Coffee break

11:30 – 12:30                   Avraham Feintuch

                                     A general time-varying estimation and control problem
Afternoon session

15:00 - 16:00                   Leonid Mirkin
                                        Fixed-interval smoothing in H2 and H1 settings

16:00 - 16:30                   Coffee break

16:30 - 17:30                  David Levanony 

                                     On the consistent filtering of convergent semimartingales

                                        with application in stochastic adaptive LQ control
Wednesday                      14  July
Morning session 

09:00 - 10:00                    Anders Lindquist

                                          Partial realization theory:

                                          A basic paradigm in signals, systems and control
10:00 - 11:00                     Giorgio Picci
                                       Subspace identification and canonical correlation analysis

                                          of stochastic systems with inputs
11:00 - 11:30                    Coffee break
11:30 - 12:30                     Andrea Gombani
                                       Constrained Nevanlinna-Pick interpolation
Afternoon 

14:00 - 22:00                      Excursion 

                                        Ramon crater (Includes dinner)
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Thursday                        15  July
Morning session 

09:00 - 10:00                  Rudolf E. Kalman

                                     TBA

10:00 - 11:00                   Paul A. Fuhrmann

                                     On geometric control and behaviors as relating to

                                        observer theory
11:00 - 11:30                  Coffee break

11:30 - 12:15                  Jochen Trumpf

                                     Observers for linear systems – the known and the unknown

                                        (Part 2)
Afternoon session

15:00 - 16:00                Andrea Gombani

16:00 - 16:30                   Coffee break 
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Friday                              16  July
08:00 - 10:30                  Visit to Ein Avdat            

11:00 - 11:30                  Coffee break

12:00                              Departure
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ABSTRACTS

SYSTEM IDENTIFICATION; A SURVEY

                                                           Manfred Deistler

 

We give a survey on system identification, emphasizing the structure of the problem rather than algorithms. The focus is on what we call the linear mainstream case. 


The main parts considered are:


  -Structure theory, in particular parametrization.


  -Estimation for a given subclass, with an emphasis on maximum likelihood estimation and its asymptotic properties.
  
  -Model selection with an emphasis on information criteria.

Linear non-mainstream cases such as cointegration and nonlinear system are discussed in addition.


A GENERAL TIME-VARYING ESTIMATION AND CONTROL PROBLEM
Avraham Feintuch  and Alexander Markus

This paper solves two problems raised in [HSK]. The first is a uniform norm time-varying linear estimation problem and the second is a general time-varying linear control problem.
ON GEOMETRIC CONTROL AND BEHAVIORS AS

RELATING TO OBSERVER THEORY
                             Paul A. Fuhrmann

We shall use observer theory, with a particular emphasis on observers for partial states, as a platform to illuminate connections between geometric control and behaviors.
Our aim is to continue in the effort of unifying the various approaches to linear system theory  through the use of functional models. This allows, via realization theory, to make a direct connection between external properties of systems and internal representations. The common underlying thread is that of factorization theory. Among the useful factorizations we use factorizations of singular and nonsingular polynomial matrices, coprime factorizations of rational functions over various rings, the algebraic analog of inner/outer factorizations, Wiener-Hopf factorizations etc.

In observer theory, depending on the type of observer we want to construct, we have to use, among others, conditioned invariant subspaces, detectability subspaces, observability and almost observability subspaces. All these subspaces have nice functional representations relative to the shift realization. We can use these representations for the construction of observers for linear functions of the state. In the process, we develop further a duality theory that helps also to illuminate connections between standard input/output approaches and behavioral ones. The doubly coprime factorization and its generalization will become a central tool inasmuch as it encodes all information about module homomorphisms and isomorphisms. We will shed some light on the role of polynomial matrix extensions in geometric control.

Many of the results are potentially adaptable to the Hardy space context. Hopefully this will be a topic of discussion during the workshop.

The talk is based on drafts of four unfinished papers that are made available to participants. Being unfinished, they need to be handled with the utmost care. 

NEW METHODS FOR THE STATISTICAL ANALYSIS OF HIDDEN MARKOV

Laszlo Gerencser and Gabor Molnar-Saska

MTA SZTAKI, Computer and Automation Institute ofthe Hungarian

Academy ofSciences, Budapest, Hungary

gerencser@sztaki.hu, molnarsg@sztaki.hu
The estimation of Hidden Markov Models (HMM-s) has attracted a lot of attention recently, see results of Douc and Matthias, LeGland and Mevel, and Leroux. The purpose of this talk is to lay the foundation of a new approach for the statistical analysis of Hidden Markov Models (HMM-s). We use a random mapping representation of HMM-s, due to Borkar. Our analysis is applicable to HMM-s with a general state-space and read-out space, assuming that the state process satisfies Doeblin’s condition. Our key technical results give conditions for the functions of the input-output process of a non-linear stochastic systems to be L-mixing. This result will then be applied to HMM-s extended by the filter process.
CONSTRAINED NEVANLINNA-PICK INTERPOLATION

Andrea Gombani



The talk will discuss the Nevanlinna-Pick interpolation procedure with constraints on the degree of the interpolants. It's a version of the Stochastic Partial Realization Problem.

A. Gombani and G. Michaletzky - On the parametrization of Schur and Positive Real functions of degree n with fixed interpolation conditions, submitted

A. Gombani and G. Michaletzky On the parametrization of Schur functions of degree n − 1 with n fixed interpolating conditions, submitted




SURFACE ACOUSTIC WAVE FILTERS

Andrea Gombani

There is no stochastics here, but the object and tools we use are surprisingly close to those used in Stochastic Realization Theory.

L. Baratchart, P. Enqvist, A. Gombani and M. Olivi - Surface Acoustic Wave Filters, Unitary Extensions and Schur Analysis, Reports of the Mittal-Leffler Institute, Spring 2003.



A NEW LOOK AT THE OLDEST SYSTEM PROBLEM
Rudolf E. Kalman 

ON THE CONSISTENT FILTERING OF CONVERGENT SEMIMARTINGALES WITH APPLICATION IN STOCHASTIC ADAPTIVE LQ CONTROL

David Levanony

The estimation of a class of continuous, convergent semimartingales, observed via a linear noisy sensor, is considered. In particular, conditions ensuring the consistency of the Bayesian estimator are established. These are in the form of a Persistence of Excitation (PE) property.

This PE condition is stronger than the one required in the case of the estimation of a constant random vector. It coincides with the latter, when the unobserved semimartingale has a finite quadratic variation over [0,]. It is further shown that such PE is an inherent property of a certain class of linear, time-varying stochastic systems with random, convergent coefficients, whose limits form noise controllable steady-state systems. These results are utilized to identify the limit parameter sets associated with least-squares type estimators, incorporated in certainty-equivalence based, stochastic adaptive linear quadratic control schemes.
Partial Realization Theory: A Basic Paradigm

in Signals, Systems and Control

Anders Lindquist

Royal Institute of Technology, Stockholm, Sweden
Directly and indirectly, partial realization theory is a basic ingredient in many problems in signals, systems and control. This basic inverse problem occurs both in a deterministic and a stochastic form, and among practitioners it is not always appreciated that these versions are quite different mathematical problems. In fact, the deterministic partial realization problem is a problem in linear algebra; the stochastic partial realization problem is not. 

Nevertheless, it is not unusual in signal processing to appeal to deterministic partial realization theory when in fact a stochastic partial realization problem is at hand. Problems created by this strategy are often believed to be numerical in nature when they are actually theoretical.  

In this talk we outline a new theory for stochastic partial realization and indicate how it can be generalized to handle a large class of problems in signals, systems and control. If time allows, we will show how these ideas can be generalized to an operator-theoretic setting, allowing us to treat infinite-dimensional problems and continuous-time observations.

Fixed-interval smoothing in H2 and H1 settings

Leonid Mirkin

Faculty of Mechanical Eng.

Technion—IIT

e-mail: mirkin@technion.ac.il
A general estimation problem can be formulated as the problem of finding a stable estimator K

that makes the estimation error G1− KG2 stable and “small.” Here G1 and G2 are given generators of the signal to be estimated and the measurement, respectively. Depending on causality constraints imposed on K, the estimation problem can be divided into three categories: filtering (causal K), prediction (delayed K), and smoothing (noncausal K). The smoothing formulation corresponds to the case when some amount of delay (called the smoothing lag) between the measurement and the estimation can be tolerated (reasonable in many signal processing formulations).

In this talk the smoothing problem will be addressed in the deterministic setting, when the

smallness of the estimation error is measured by either H2 or H1 system norm. Elementary

frequency-domain solutions will be derived and their properties will be discussed. In particular,

I’ll emphasize the dependence of the achievable performance on the smoothing lag.

The talk is based on joint work with Gilead Tadmor.

SUBSPACE IDENTIFICATION AND CANONICAL CORRELATION ANALYSIS OF STOCHASTIC SYSTEMS WITH INPUTS

Giorgio Picci
In this talk we show that the canonical correlation coefficients between the state space and the future input space of a stochastic system with inputs, are maximized (equivalently the canonical angles are minimized) when the zeros of the spectral density of the input process cancel exactly the poles of the deterministic component of the system. This result is relevant in the analysis of subspace identification with inputs; it defines situations in which the identification problem is maximally illconditioned and the inverse of the variance matrix of the parameter estimates is nearly singular.

The result is fully discussed in the paper

SUBSPACE IDENTIFICATION BY DATA ORTHOGONALIZATION AND

MODEL DECOUPLING

by A. Chiuso and G. Picci, Automatica Oct. 2004.
MONTE CARLO METHODS IN ESTIMATION

Nahum Shimkin

DESIGNING OBSERVERS FOR UNCERTAIN SYSTEMS
                                                       Anton Stoorvogel

Starting with the seminal work of Zames, it became common knowledge that robustness issues could not be ignored in control. This led to an enormous research effort giving us tools such as H-infinity to obtain controllers which are insensitive to model uncertainty. In the last decade, also numerous people looked into the issue of robustness in connection to observer design. After all, also the standard Kalman filter intrinsically relies on a model and we have to be aware of the sensitivity to model uncertainties.

In this presentation we will give an extremely biased and personal view of the achievements in this area. We will present an overview together with a presentation of the major questions that still remain.

OBSERVERS FOR LINEAR SYSTEMS – THE KNOWN AND THE UNKNOWN
Jochen Trumpf
The Australian National University and

National ICT Australia Ltd.
In this lecture I will attempt to summarize the state of the art in observer theory for linear finite-dimensional time-invariant systems. While most of the material presented will probably be well known to the audience of this workshop (and almost nothing of it was developed by the speaker himself) I still hope that identifying the current boundaries of knowledge will be of value to the participants.

Rigorous definitions of various types of (partial) observability in the language of behaviors as well as definitions of the corresponding observers will be given (with very slight deviations from the original definitions given by Valcher and Willems). I will formulate observability tests, necessary and sufficient criteria for the existence of observers as well as characterizations of observers. The connections of these results to state space theory will be explored in detail and some parametrization results will be reported. I will try to explain why the nice and complete behavioral results still leave gaps in the state space theory and what these gaps are.
AN IDENTIFICATION ALGORITHM FOR ARMAX SYSTEMS

First the X, then the AR, finally the MA
Jan C. Willems

K.U. Leuven, Belgium
The model class  most frequently considered in system identification is given by
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Here $w:\mathbb{Z} \rightarrow \mathbb{R}^{\tt w}$ is the \textit{observed} signal,  

$\varepsilon:\mathbb{Z} \rightarrow \mathbb{R}^{\tt e}$ is an unobserved (`latent') signal, $\sigma$ denotes the delay operator, while $R$ and $M$ are real polynomial matrices of suitable dimensions that parametrize the model. The system ID problem is to obtain an algorithm that passes from an observed time-series to an estimate of the system parameters:

\[ \fbox{$~[~\tilde{w}(1),\tilde{w}(2),\ldots,\tilde{w}(T)~]

~~\mapsto~~[~\hat{R},\hat{M}~].$} 

\]

Invariably, it is assumed that $w$ is partitioned into an input and an output component, $w=(u,y)$. The model class is then basically equivalent to the ubiquitous finite dimensional linear systems

\[ \sigma x=Ax+Bu+G\varepsilon,~~~~ y=Cx+Du+J\varepsilon. \] 

The system ID problem can hence also be viewed as  

obtaining an estimate $[~\hat{A},\hat{B},\hat{C},\hat{D},\hat{G},\hat{J}~]$

of the state space parameters. Often, it is assumed that $u$ and $\varepsilon$ are independent stationary processes, with $\varepsilon$ white. This leads to the model class called  ARMAX models. A central question is to obtain an algorithm that is consistent, i.e., to ensure that the estimates converge to the `true' model parameters as  the observation interval $[1,T]$ goes to infinity, i.e., $T\rightarrow\infty$. The theory of these systems and ID algorithms has reached a level of deep understanding and perfection, due to the work of, among many others, Deistler, Ljung, Picci, Stoica, and their co-workers.  

An interesting  more recent development are the so-called `subspace algorithms'. These  pass directly from the observed signal $~\tilde{w}(1),\tilde{w}(2),\ldots,\tilde{w}(T)$ to an estimate of the associated state trajectory

$~\tilde{x}(1),\tilde{x}(2),\ldots,\tilde{x}(T)$, and estimate the system parameters from there. These algorithms originated in the work around the MPUM (the `most powerful unfalsified model') in deterministic system identification, and were developed very effectively in the stochastic setting by De Moor and co-workers.

The purpose of this talk is to give a synthesis of these developments. We first discuss briefly the underlying rationale for using this model class. Then we move to deterministic algorithms, i.e., when the latent signal $\varepsilon$ is absent,  and present an algorithm that leads to the system model, based on a finite observed sample. Finally, we generalize this algorithm to the case where a - possibly stochastic - latent signal enters the model. The algorithm is a three stage algorithm. In the first stage the exogeneous `X' part is identified using  the structure of the module of annihilators or orthogonalisers and persistency of excitation. The step which follows identifies the autoregressive `AR' part, using a variant of the most powerful unfalsified model. Finally the parameters of the moving average `MA' part are identified through polynomial factorization.

The research leading up to these algorithms is ongoing joint work with Ivan Markovsky (K.U. Leuven) and Paolo Rapisarda (Un. of Maastricht).

ON LIKELIHOOD RATIOS, MUTUAL INFORMATION 

AND ESTIMATION ERROR

Moshe  Zakai
This paper considers the model of an arbitrary distributed signal x observed in additive Gaussian noise w; y = x + w. New relations between the minimal mean square error of the non-causal estimator and the likelihood ratio between y and w are derived. These results are applied to prove an extended version of a recently derived relation between the mutual information I(x; y) and the minimal mean square error. 

The derivation of the presented results is based on the Malliavin calculus.
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